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ABSTRACT

A new active depth from focus method is proposed for a generic
moving target, based on real time images from a low cost single pan
and tilt camera. Resorting to a (sub-)optimal Multiple Model Adap-
tive Extended Estimator, a nonlinear tracking system is obtained that
provides estimates on the target 3D position, velocity, and acceler-
ation, identifying its angular velocity. The proposed methods are
robust to broad conditions of operation and to image disturbances.
Results from experiments with a real target mounted on a robotic
platform validate the proposed methods.

Index Terms— Tracking filters, Nonlinear filters, Active vision,
Focusing

1. INTRODUCTION

Depth estimation plays a key role in a wide variety of domains, such
as target tracking [2], 3D reconstruction [3], obstacle detection [5],
and video surveillance [8]. In 3D image applications a common ap-
proach consists in using triangulation methods applied to the data
collected by two or more cameras. However, there has been work on
estimating depth resorting to a single camera [10], [6]. In addition
to the main advantage of requiring just one camera, this technique
reduces the impact of the image to image matching problem, as well
as the impact of occlusion problems [13]. The ideia is to explore
the relation between the depth of a point in the 3D world and the
amount of blur that affects its projection into acquired images. This
is done by modelling the influence that some of the camera intrin-
sic parameters have on images acquired with a small depth of field.
Based upon this principle, there are three main strategies that have
been explored: depth from blur by focusing [15], [12], zooming [1],
and irising [6].

In this paper, we are mainly concerned with depth estimation
from blur by focusing. Two different techniques based upon this
approach can be found in the literature: depth from defocus [12], [6],
and depth from focus [10], [11], [15]. This work is based on this later
method, since this type of approach does not require a mathematical
model for the blurring process of the camera, i.e. the point spread
function responsible for the blurring does not need to be modeled.

This work was motivated by previous work on target tracking
and positioning [7], where a low cost single pan and tilt camera based
indoor positioning and tracking system was proposed. The problem
of estimating the depth of a moving target is now tackled directly
by proposing a novel method to estimate the target depth without
having any information about its dimensions. The blur information
present on the target boundary is used to infer depth based upon
a depth from focus strategy. As a consequence, a tracking system
capable of estimating the 3D position of a target in real time, using
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a single PTZ camera and without additional information about the
target dimensions must be designed.

2. BACKGROUND ON THEORY OF DEFOCUS

The ideia of inferring depth from focus and defocus is based on the
concept of depth of field, which is a consequence of the inability
of cameras to simultaneously focus planes on the scene at different
depths. The depth of field of a camera with a given focus corre-
sponds to the distance between the farthest and the nearest planes on
the scene, in relation to the camera, whose points appear in acquired
images with a satisfactory definition, according to a certain criterion.

At each instant, a lens can exactly focus points in only one plane,
denominated object plane. Considering a thin model for the lens, it
is possible to establish a relation between the distance u of this plane
to the lens and the distance v between the lens and the image plane
at which points appear sharply focused in the image. To complete
the relation, the focal length f of the lens must be considered, as
expressed in the Gaussian Lens Formula [9]:
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Considering that the CCD sensor plane is located at a distance
v0 < v from the lens, and using (1) and some trigonometric manip-
ulations, it is possible to write the distance u from the lens to the
object plane in the scene as

u =
fv0

2RF + v0 − f
, (2)

see [6] and [12] for details, where F is the f-number of the lens and
R is the effective radius of the point spread function. This expression
is valid when v > v0, i.e. when u < u0. An expression similar to
this would be easily derived for the case u > u0.

In practical applications, usually all parameters in the right-hand
side of equation (2) are known, except for R. Depth from focus
methods consist in finding the sensor plane position that minimizes
the amount of blur present in image points of interest. This corre-
sponds to finding the camera focus parameter v0 that leads toR = 0,
which is solved by optimizing a cost function that depends on the
amount of blur present in the image point of interest. Depth can be
deduced from (2), resulting in

u =
fv

v − f . (3)

Depth from defocus strategies estimate R by measuring the
amount of blur present in the image point of interest, and u fol-
lows directly from (2). In this type of methods, it is common
to express the defocused image Id(x, y) formed on the sensor
plane as the convolution of the focused image If (x, y) with the



point spread function h(x, y) of the lens system, i.e. Id(x, y) =R∞
−∞

R∞
−∞ If (α, β)h(x−α, y−β)dαdβ. In practice, only Id(x, y)

is known. Thus, h(x, y) must be recovered from Id(x, y), where
the amount of blur can be a function of both the characteristics of
the lens and the scene itself. Then, this function is used to infer
depth, since R is intrinsically related to depth, according to (2). The
solution of such inverse problem, usually ill-posed and difficult to
solve, is avoided with the approach proposed in this paper.

3. MINIMUM BLUR FOCUS SETTING ESTIMATION

3.1. Cost function

The estimation of the camera focus setting that minimizes the
amount of blur in an image discontinuity requires the definition of
a metric that quantifies the sharpness of a transition in an image.
Metrics related with high-frequency energy contents in the image,
Fourier transform, image gradient, or Laplacian, are detailed in [10].

The cost function proposed in this work is based upon a gradi-
ent magnitude maximization strategy for a particular region of the
image, thus departing from the classical approach in [14], where all
image was considered. The aim of our system is to estimate the
depth of a moving target. Thus, the cost function proposed is based
on the image gradient magnitude across lines orthogonal to the tar-
get boundary. Clearly, it is a function of the camera focus parameter.
The problem at hand can be formulated as

min
fs

g(fs),

where fs is the camera focus setting that corresponds to the focus
parameter that we want to estimate, and the cost function

g(fs) =
1

1
Nl

PNl
i=1 max |∇Ifs(x, y)|

, (x, y) ∈ li, (4)

is the inverse of the mean of the image gradient magnitude maxi-
mum values across each of the lines orthogonal to the target bound-
ary. Moreover, Nl denotes the number of lines used, ∇ the gradient
operator, Ifs(x, y) the intensity of the image acquired with the focus
setting fs at point (x, y), and li the ith line. The formulation of this
problem as the minimization of g(fs) is based on the model that will
be proposed for this function in next section.

The implementation of this method requires the estimation of the
image intensity gradient ∇Ifs(x, y) resorting to any of the existing
operators, e.g. Sobel operator. The target boundary is assumed as
known, based on the results obtained from the use of active contours,
see [7] and [4] for details.

3.2. Minimization of the cost function

The minimization of the cost function proposed in (4) is difficult.
The data available is scarce and to get new information, the acquisi-
tion of a new image is required. The problem is even more difficult
as we want to estimate parameters related with the depth of a moving
target.

The model for the cost function depends on the imaging system
of the camera used. Experimental results for the 215 PTZ camera
from AXIS are depicted in Fig. 1, thus validating a parabolic model
for the cost function when using this camera, i.e.

g(fs) = a(fs − f∗s )2 + b, (5)

where a, b, and f∗s are parameters to be estimated. In particular, f∗s
is the camera focus setting that minimizes the cost function. This
expression can also be written as

g(fs) = a′f2
s + b′fs + c′, (6)
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Fig. 1. Cost function (4) when the camera focal length is 29 mm and
the target is 3 m away from the lens.

where a′ = a, b′ = −2af∗s , and c′ = af∗s
2 + b. The linear depen-

dency on the parameters simplifies significantly the fitting problem.
In this work, depth of a moving target must be estimated. Thus,

the value that minimizes the cost function changes over time. The
proposed method successively estimates the varying cost function
parameters in real time.
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Fig. 2. Luminosity influence on the cost function, for several target
depths.

Consider that at instant k we measure g(fsk ) corrupted by ad-
ditive white Gaussian noise. Stacking N of these measurements, a
fitting problem can be formulated as

min
x
||Ax− b||2, (7)

where A is a matrix with N rows of the form [f2
sk

fsk 1], b is
a column vector that stacks the N measurements of g(fsk ), and
x = [a′ b′ c′]T is the vector of parameters. An optimal solution
to this problem can be found using least squares method. At each
iteration of the algorithm 3 images are acquired with different focus
values: one corresponding to the target depth estimated by the track-
ing system in the previous time instant, and the other two a certain
distance ∆ away from this value.

This method has the advantage of resulting in a closed-form so-
lution for the focus setting value that minimizes the cost function in
each instant. Moreover, it is robust to variations in parameters such
as scene illumination or camera zoom and aperture values, which
may change the shape of the cost function, see Fig.2, since the esti-
mation process implemented estimates new parabola coefficients in



each iteration of the algorithm, leading to the adaptation of the cost
function model to those values.

4. DEPTH ESTIMATION

In this section, the process of obtaining depth from the camera focus
setting that minimizes the proposed cost function is detailed.

Usually, the operator does not have access to the quantities v
and f of the lens model defined in section 2, but the values of fs and
zs, here called the camera focus and zoom settings, respectively, are
known [1]. The relation between these quantities and the depth u of
a target can be expressed as follows:

(f∗s , zs)
f=h1(f∗s ,zs)
−−−−−−−−→
v=h2(f∗s ,zs)

(f, v)
u=s(f,v)−−−−−−→ u,

or, equivalently,

(f∗s , zs)
u=m(f∗s ,zs)
−−−−−−−−→ u, (8)

where u = s(f, v) corresponds to relation (3), and f = h1(f∗s , zs)
and v = h2(f∗s , zs) express lens model parameters as a function of
the camera zoom setting and the camera focus setting f∗s that mini-
mizes the cost function. These three transformations can be merged
into a single one, u = m(f∗s , zs), that expresses directly depth as a
function of f∗s and zs.

In practice, it is very difficult to estimate relations f =
h1(f∗s , zs) and v = h2(f∗s , zs) between camera settings and lens
model parameters, since we do not have access to the last ones.
Therefore, in this work, the global expression u = m(f∗s , zs) was
used, which requires a previous step of calibration.

For the camera used, the 215 PTZ model from AXIS, it is possi-
ble to verify experimentally that the relation u = m(f∗s , zs) is well
described by a second-degree polynomial of the form

u = m(f∗s , zs) = a1z
2
s + a2zs + a3f

∗
s

2
+ a4f

∗
s + a5, (9)

where coefficients (a1, a2, a3, a4, a5) must be estimated, see Fig. 3.
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Fig. 3. Fitting of the target depth as function of the camera focal
length and focus setting that minimizes the cost function. Red points
correspond to experimental data.

5. EXPERIMENTAL RESULTS

In this section, experimental results that illustrate the performance of
the proposed depth estimation method, when integrated in the track-
ing system described in [7], are presented.

Figure 4 depicts the overall target tracking system architecture,
with emphasis on the depth estimation method proposed in this pa-
per. A detailed description of the Multiple Model Adaptive Extended
Estimator module (MMAE-EKF) can be found in [7], omitted here
due to lack of space.
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Fig. 4. Scheme of the target tracking system proposed.

Results presented in this section were obtained using the 215
PTZ camera model from AXIS and a target installed on a mobile
platform. The focal length of this camera ranges from 3.8 mm
to 45.6 mm and its focus setting assumes values in the interval
[1; 9999]. Since shallower depths of field lead to smaller depth es-
timation errors, the maximum focal length was set. The aperture of
the camera used in such conditions is F2.7. Images of size 704×576
were acquired and an initial step of lowpass filtering was performed,
to reduce the influence of noise in the performance of the algorithm.
For the sake of simplicity, only the red component of the images
acquired by the camera was used, since the target in the experiment
described in this section was red. However, the algorithm proposed
in this paper is straightforward adapted to targets with other colours.

In the experiment reported in this section, the target moved along
a straight line with a constant velocity of 5 mm/s between instants
62 s and 262 s. In time intervals [0, 62] s and [262, 340] s the target
remained 3 m and 4 m away from the camera, respectively. Its 3D
nominal and estimated trajectories are depicted in Fig. 5. The corre-
sponding position, velocity, and acceleration errors are presented in
Fig. 6. All errors converge approximately to 0, except in the vicin-
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Fig. 5. 3D position estimate of a real target.

ity of time instants 62 s and 262 s when the target started to move
and stopped, respectively. This behaviour is related to the MMAE-
EKF implemented, which requires time to converge when the target
changes its type of movement abruptly. The standard deviation asso-
ciated with the estimation error in the direction of z is always greater
than the others since this is the direction in which the target depth is
measured. In other words, the uncertainty in the target depth es-
timation (mainly related to coordinate z) is always greater than the
uncertainty in the estimation of the target center in the image (mainly
related to coordinates x and y), as expected. It is also possible to ver-
ify that the standard deviation of the position estimated by the whole
target tracking system in the direction of z, approximately 13.6 mm,
is smaller than the standard deviation of the measurements provided
directly by the depth estimation algorithm proposed in this work, ap-
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Fig. 6. Position, velocity, and acceleration estimation errors of the
real target. The values of σ correspond to the standard deviation
computed in the interval [100, 250] s.

proximately 20.3 mm. Figure. 7 depicts the target depth evolution
obtained directly from the algorithm proposed in this paper for this
experiment.
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Fig. 7. Target depth estimation obtained directly from the algorithm
proposed in this work.

In Fig. 8, the MMAE-EKF results on the identification of the
target angular velocity are depicted. Before the target started to
move, its estimated angular velocity could have converged to any
value since, for stopped targets, the several models associated with
different angular velocities are not distinguishable. Upon the be-
ginning of the movement, the MMAE-EKF identifies correctly the
model associated with the null angular velocity.

0 50 100 150 200 250 300 350
0

0.02

0.04

0.06

t [s]

A
ng

ul
ar

 v
el

oc
ity

 [H
z]

 

 
estimate
4 models
real

0 50 100 150 200 250 300 350
0

0.02

0.04

0.06

t [s]

A
ng

ul
ar

 v
el

oc
ity

 [H
z]

 

 
estimate
4 models
real

Fig. 8. MMAE-EKF target angular velocities identification.

There are several reasons that can justify the errors observed in
this section: i) the uncertainty associated with the characterization
of the real trajectory described by the target; ii) possible mismatches
in the models considered for the camera, the target, and the lens, and
iii) incomplete measurement and sensor noise characterization.

Tracking targets moving at higher velocities, when compared to
the ones in this experiment, is also possible. However, the perfor-
mance of the system degrades since, in such situations, the three

measurements used in the fitting of the cost function are acquired
with the target at very different depths. The influence of this limita-
tion can be significantly minimized by using a camera that acquires
images with different focus settings at higher rates.

6. CONCLUSIONS

A new active depth from focus method that estimates the depth of a
moving target in real time using a single PTZ camera was proposed.
Information present on the target boundary is used to infer depth, and
combined with a (sub-)optimal MMAE results in a full 3D nonlinear
tracking system. Tests and validation of the system were performed
in a real scenario. Position estimates with accuracies on the order of
few centimeters were obtained. The main limitation of the proposed
method is the limited rate at which the target can change its depth,
which is a consequence of the slow velocity at witch the camera used
acquires images with different focus settings.
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