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Nonlinear IBVS Controller for the Flare Maneuver of Fixed-Win g
Aircraft using Optical Flow
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Abstract— This paper describes a nonlinear Image-Based ¢ P 3 3 ¢

Visual Servo controller for the Flare phase of the landing 4° ; ;

maneuver of a fixed-wing aircraft in presence of a wind gust. | ! Observed Lines
Optical-Flow and 2D image features of the runway are exploited | § /

to design a feedback controller for the automatic maneuver. The ‘ ‘
controller is divided in two components. The first guarantees
the horizontal alignment with the center of the runway, using
the two lines delimiting the runway represented through a Runway
modification of the so-called Plicker coordinates. The second

component takes advantage of the Optical-Flow measurements Fig. 1.

to ensure a smooth touchdown. Finally simulation results are

presented to illustrate the performance of the control approab.

instead of GPS in navigation algorithms. One alternative to
|. INTRODUCTION GPS is the use of a vision system.

Unmanned Aerial Vehicles (UAVS) have matured into Using cameras as prim_ary sensors for relative position
a major research topic over the last decade. SignificaftioWs to cast the problem into an Image-Based Visual Servo
effort has been placed on the development of both fixedzontrol problem ([4]3 [5]). opening the pos_slb|llty to perfn
wing and rotary-wing aircrafts. As new sensor technolog?“tonomous, tasks in low-structured enV|ron'ments vy|th no
and increasingly powerful computational systems beconf&t€rnal assistance, [6], [16], [10], [13], [7]. Aircratiriding
available, their potential to perform high precision task& @n example of such an application, where it would be
in challenging and uncertain operation scenarios inceasdt€resting to develop control algorithms to perform the
demanding efficient motion control algorithms to perforiin a/maneuver without assstgnce a_nd ground equipment. The
kinds of challenging maneuvers autonomously. landing maneuver of an airplane is composed of four phases,

One major problem when designing control systems {&€€ Figure 1:

the difficulty to accurately measure the vehicle’s position « Alignment: in this phase the airplane has to align with
regarding the local environment. GPS (Global Positioning the runway at a fixed desired altitude from the ground,;
System) is being widely used and is, nowadays, the primary « Glide-slope: in this phase the airplane follows a straight-
navigation aid in most algorithms, see for example [3] and line descending path, while keeping the alignment with
[17]. However, this approach presents some drawbacks: the respect to the runway;

GPS provides positioning information in the Earth-Cerdere  « Flare: when the airplane approaches the runway (about
Earth-Fixed frame (ECEF) without considering local topog- 20 meters for a Jet sized aircraft), a specific flare
raphy. The GPS measurement rate is not sufficient for some maneuver begins to lower the glide-path angle and
applications and the quality of the height's measure is.poor ensure a touchdown with minimal vertical velocity;

Also GPS signals are subjected to shortages in environments Taxiing: the last phase of the landing maneuver, begins
with many occlusions, for example, urban environments, and when the airplane touches the runway. It acts as ground
vulnerable to jamming effects. For these reasons there has vehicle reducing its velocity.

been increasing interest in developing alternative sys#®m This paper proposes a vision-based strategy to approach
provide robust relative pose information that can be usefle problem of fixed-wing aircraft landing, addressing in
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The wind is assumed to be constant with respect to the
inertial frame. Finally the angular velocity defined B is
denoted by$2 (p,q,7)T. The kinematic and dynamic
equations of motion for the vehicle can be written as

= Ru @)
mo = —sk(Q)mv + F (©)]
R = Rsk(Q) (4)
IQ = —sk(Q)IQ +T. (5)

wherem is the vehicle’s mass] is the moment of inertia
andsk(.) : R® — R3*? denotes the matrix realization of
the vectorial cross productk(Q)z = Q x 2. The exogenous
torque is denoted by and the exogenous force is denoted
by F' and can be decomposed as

ApT
F= Fearth + Fengine + BR Faer()a

Fig. 2.

where F,. i mgRTe® is the gravitational force,

_ _ . ~ Fengine = T€¢b whereT is the thrust of engine turbines.
time-scale separation between the two loops is considergd s due to aerodynamical effects and is expressed in

sufficient so that the interaction terms can be ignored ithe aerodynamic airframel as a function of the dynamic
the control design. Detailed studies on the inner/outep looyessure), angle of attacky, and sideslip angle:

approach of controllers design can be found in [11] and [2].
In [12] the authors present an IBVS controller for the
Alignment and Glide-slope phases of the landing maneuver @5

using the Plicker coordinates of the lines delimitating the o
Where E¢ =

aero

= —CX(OZ,ﬂ)Eg + CY,ﬁﬁEZ - CZ,a(a - aO)Ega

Vg a _ Eg Xey a _ a a
runway. The proposed controller is divided in two com- . Am’ B 1Bz xey|] a.nd Ey . BL X Eg.
ponents, the first uses new modified bi-normalized Pliickef® Matrixi 2 € SO(3) is the rotation matrix from3 to

coordinates to maintain the airplane aligned with the gente: 1he reference surface of the airplane is denotedSby
of the runway. The second component uses the verticél?X’CYﬁ’CZva) are the so-called aer_o-dyna.mlc coefﬁments
component of the optical-flow, also called optical-flow di-2nd oo is the angle-of-attack that nullifies aircraft's lift.

vergence, [8], and guarantees a smooth touchdown resorting' "€ actuators for the dynamics (2)-(5) are the thrust
to a specially suited Lyapunov function. of engine turbinesl” and orientation of control surfaces

This paper is structured in four sections. Section If%1;9m,dn) that allow to design the torque as desired.
presents the dynamic model of an airplane. Section III Th€ approach used for the Flare phase of the landing

presents the image features and derives a Lyapunov badBgneuver consists in:
controller for the considered problem. Section IV presentsl) regulating the norm of the airspedd = |[lv,|| to a
simulation results for the full nonlinear dynamics of an  desired forward velocity/?,
aircraft. The final sections provide a short summary of2) stabilizing the attitude dynamics (4)-(5) through a high
conclusions and future research directions. gain inner loop controller such that assignments in
(¢, a, B) are correctly performed,

I1. stabilizing the translational dynamics (2)-(3) using

A. Aircraft dynamics

(8, ) as guidance control inputs and considering: 0
To describe the motion of the UAV, two reference frames ~ @nd Vi constant. This approach is particulary adapted
are introduced: a fixed inertial fran® associated with the for the flare maneuver because a landing system is used.
vector basige,, e, e,] and a body-fixed frame3, attached

For the other phases, the so-called bank-to-turn maneu-
to the vehicle’s center of mass and associated with the vecto

ver which consists in considerin@y, ¢) as guidance
basis[e’, ¢!, €4]. The orientation of the aircraft is given by inputs along with the constraint = 0, is classically

the rotation matrix? € SO(3) from B to Z, which can used.
be parameterized by the yaw, pitch and roll Euler’s angledhe first item requires the use of the propeller thrust to
denoted byw, 6 and ¢, respectively. The position of the regulate the airspeeld, towards the desired valug?. Note

M ODELING 3)

vehicle’s center of mass expressedZiris denoted byt =

(z,,2)T and the linear velocity, expressed fis denoted
by v and defined as the sum of the wind velocity and the
so-called airspeed,:

1)

V= Vg + Uyp-

that, in order to guarantee that the aircraft's dynamicg%2)
are controllable, the desired airspeed must be larger tien t
maximum between the wind amplitude,, || and the lower
speed threshold of the aircraff:

V' > max{|vu |, Vi3
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In practice, this limitation comes from the airplane design
and characteristics. The airplane should not be used when
the wind conditions are higher than a limit identified upon
the airplane conception. Hence, the following assumption i
done on wind velocity.

Assumption 1:There exists € [0,1] such that:

|vw ]| < eV

The second item is accomplished through a standard high-
gain inner-loop whose description is omitted from this pape

Finally to achieve the goal described in 3), the guidance
dynamics, can be simplified by considering that the corre-
sponding time constant is larger than those of the inner- o
loop controller and of the airspeed regulation. As such, it
can be assumed that the airspeed is constant and the roll
angle is null. Therefore the dynamics for the guidance abntr Fig. 3. Sketch of airplane position
problem are described as

€ = R(vg + vy) A. Modified Pliicker coordinates
by = —sk(Q)vy, Consider a collection ofi > 2 parallel lines. Letu € 7
Vg = —sk(Q)v, + Ty, ua(, B) andU € B (U = R*u) denote the unit direction of the lines.
The camera-fixed frame is assumed to coincide itand
where the image features are assumed to remain in the camera’s
vavl field of view during flight.
Mo, = da— V2 Based on the images of the parallel lines, we are interested

in defining a visual feature that encodes the alignment error
yields the projection on the plane orthogonal #p, and with respect to the runway. More specifically, the visual
uq (v, B) is the actuation provided by the guidance controllefeature should be such that zero error is achieved only when
that can be described as the aircraft's position lies on a plane orthogonal to theteen
- . of the runway.
va(enB) = [52Cy 58 —casy (% = 9%0) = geosasa] E5+ The visual features are represented through a modification
+ |geoca — ECrala —ao) —sa (% - 956)] EZ. of the so-called bi-normalized Pliicker coordinates. Réiick
_ (6)  coordinates are an explicit representation of straighéslin
The angle commandg, 5°) to the inner-loop controller i, 3.p space, which simplify technically the development
can be determined from (6), by solving a nonlinear systemy ihe proposed control approach, [16], [12]. Using these
The proposed control strategy will depend only on th@gordinates, a line is represented by the unit vedtore

measurement of the following variables: B orthogonal to the plane containing both the line and the
« the Euler anglego, 0,v)) and angular velocity2, both ~ origin of the reference fram&. Note thath; € B can be
provided by an Inertial Measurement Unit - IMU, written as
« the norm of the airspeed, angle of attack and sideslip h; = H; — P xU
angle(|V,|, o, 8), measured by pitot tubes and pressure [Hsl| |17 < Ul
intakes, and providing a direct measureugf where H; = P; x U and P; denotes the vector between the
« and visual features extracted by a vision system.  camera and an arbitrary point on the image ofittreparallel

The wind velocity cannot be measured but is estimated by thige, see Figure 4. The images provide direct measurements
proposed control algorithm. The aircraft position is unknp  of ~; andU can be obtained frony/ = % fori # j.
however the visual features used provide sufficient inferma In previous work, measuremems were directly used to
tion to align the aircraft with the runway and perform thedesign a centroid vectay := > h; which encoded the 2D
maneuver without complementary position measurementspose information needed for stabilization on the trajgctor
parallel to the runway [12]. The IBVS task consisted there-
I1l. CHOICE OF IMAGE FEATURES fore in stabilizingg on a desired centroid vectar. In this
new approach, a new vector is designed to stabilize only the
In this section image features are derived. It is assumdwrizontal movement, while an optical-flow based controlle
that the target is the runway on a textured ground. Theill stabilize the vertical motion.
borders of the runway will be used the perform the alignment The positioning error is dealt through the so-called cen-
of the aircraft while textures are exploited to perform thdroid vectorq. The centroid information is commonly used in
vertical landing. visual servo control [1], [6] and can be defined as the sum of
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the Plucker coordinates. However we propose a modification The visual velocity measure that is used is the translationa
to the Plucker coordinates that requires the definition of aptical flow w, expressed in the inertial frame:

desired centroid vectay* := RTb*, whereb* is a constant V  Rov

vector that encodes the desired position information. Fisr t w(t)=—-=—

case we consider — ‘v Thus let the new modified Plilcker When the observed world is a flat planar surface, transldtiona
coordinates be defined as optical flow will have three components, flow in the two

gi = mgeh planar directions, analogous to classical optical flow, and

flow in the normal direction to the plane, analogous to optica

whererm,. = I, — % Note that; is the projection ofy;  divergence.

in the orthogonal plane tg*. Thus, the centroid vector can Measuring the translational optical flow is a key aspect of
be defined as the practical implementation of control algorithms progabs

The optical flowp can be computed using a range of
q:= Zgi = g Zgi- algorithms (correlation-based technique, featuresehage
h h he airol b h proaches, differential techniques, etc) [18]. Note tha¢ du
Il;lnoet: ti ::t t\geesrgm:o(; ;[hza:;;%{aor;g i?liJnStthee da;:ei:?gr?rog)f t €to the rotational ego-motion of the camera, (9) involves the
C ‘ '’ angular velocity as well as the linear velocity [17].
see F|g_ure 4. N L An effective measurement af is obtained by integrating
The time derivative off; is given by [16] the observed optical flow over a sectidti? of the sphere

H; = —sk(Q)H; —v x U, around the pole normal to the target plane, [15]:
_ . Qv
Thus the dynamics of; can be described as ¢ = //W2p =Bl xn— d’ (10)

whereg; represents the angle of the field of view of the win-
dow W? andQ; = RT(R,AR})R is a symmetric positive
definite matrix. The matrix\ is a constant diagonal matrix
depending on the window parameters adrepresents the

. 1
gi = —sk(Q)g; — mﬂ'q*m“ (v xU).

Finally the time derivative of the centroid vector is given b

G =—sk(Q)q—7,Qv x U) (7) rotational matrix from the target plane to the inertial feam
From (10) is straightforward to obtain the translational
where 1 optical flow:
= — T}, . 8 -
Q=2 g ® w = (waswy,w.)T = —(RATRDR(G 4 pQ x )

Q) is a positive definite matrix as long as there are at least Note that if the target frame coincides with the inertial
two (n > 2) visible features [16]. This property is exploitedplane, R, = I, then the normal direction to the target
in the control design and avoids the need to estimate lecomese, (observed from the camera-frame as vector
Nevertheless, some bounds are required on the trajectorigsinting towards the plane). Moreover, if one assumes that
considered, to avoid ill-conditioning of the eigenvaluds oif the target plane is in the plane— y of the inertial frame,

Q. In this development, we define a region of space by the variabled becomes the heiglit (or |z|) from the camera

pair of uniform bounds on the matrix to the target.
. stcshqug?-on 2:There exist two positive scala(g,,, ¢.) > IV. PROBLEM FORMULATION
' Let w* be the constant desired translational optical flow
o _ Im < {)\i(Q)} < Ga- ivergence. It is straightforward to show that when= w*
This is a classical assumption for IBVS control schemeg S N N N
one hash = —how*exp(—w*t) and h = hgexp(—w*t)

Recalling (8),¢,, limits the distance between the airplane

- ) L which converges to zero and ensuring a smooth landing.
and the.runway, whilg;, the upper-bound, implies that the The IBVS stabilization task consists in driving expo-
ground is not touched by the camera.

nentially the centroid vectog to the desired oneg* (i.e.
B. Translational Optical Flow q—q* — 0) in the direction orthogonal tg* resulting in the
alignment of the airplane in the center of the runway, and

Consider the dynamics of an image point, also calle .
y ge p also regulate% + w*. Thus, two error terms are introduced:

optical-flow, under spherical projection of a camera witlit un

image radius, [15], [9], [14]: 0 =Tg-q
i cosf 8 =qih = qiqt T sk(U)v 11
p= —Sk(Q)p _ d(t)P Tpv (9) ) 3 ‘ ') do4o ( ) ( )
wheregs = (I andh = g5 (vxU) is the time derivative of

whered := d(t) is the orthogonal distance from the targetthe height of the aircraft's center of mass. Hence the cbntro
surface to the origin of framB measured as a positive scalarapproach is divided in two parts. In the first paris driven
andd, is the angle between the inertial directigrand the to zero ensuring the horizontal alignment and in the second
observed target point. part a control law is chosen to guarantee the touchdown.
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(g, w*)
IBVS (o, 5, 9°) Orientation
Algorithm Controller
Airplane
(o, 8,9,9) : Aircraft
hy a_,| Airspeed
(hi,w) Ya Controller
1(2,va)
[ Navigation System (Camera + IMU)}i
Fig. 4. Implementation block diagram.

A. Horizontal alignment

Combining the dynamics of equation (7) and an estimatio

of the wind velocity, the dynamics of the error terimcan
be described as

5 = — k()6 + 74 Qryg-sk(U)v + 7= Qd3
= —sk(Q)0 + 7y Qmg [sk(U)vg — Uy —

(12)
f]w] + 53
wherev,, = v, x U — 9, andv,, is an estimate of,, x U.
Choose the following dynamics far,,:

6 (0) =0

Uy = —Sk(Q) Dy + Prpty, (13)

whereu,, acts as the input of the wind estimator and

o ”610”2 @wUAwT / 1+e
P—Evawl—gava2 I - Y72 , €€ T,l .

(14)

and recalling (12), (13), (15) and (16), the derivative o th
storage function can be described as

Tg* ’Dw

T
Sy =2 (5 + ) Qoo+

1

2%k, 4. N\
+kl<6+kl(ﬂ'q*vw>> P6

~ T ~
ok (o4 D) g4 Tl ) 4
o o

Toetig \ L -
+2(5+ 1 “’) 3
k1

Consider now a second storage function

1
8225

%Iong with the dynamics of,

1622,

52 = 7Sk(Q)§2 + Wq*Sk(U)ﬂ'vaua + klﬂ'q* Q52+
— k%ﬂ'q*Q ((5 +

g+ Vw

)—bm4%+h% (18)

one can verify that the time derivative of the second storage
function is given by:

Sy =00 7g5k(U) Ty, Ua + k104 Qg+
—ﬁgQG+
+ k103 53.

g Uny

k1

)—bgPM
(19)

The following proposition presents the controller that
guarantees the horizontal alignment.
Theorem 1:Consider the dynamics defined by (12) and

This wind velocity estimation remains in the plan orthogona(18) along with (16). Assume tha! is not in the opposite

to U and ensures the norm of the wind estimdig, || is

strictly lower thane’V,,. More details on this estimator can

be found in [12].
Consider the following storage function, wheke is a
positive control gain:

Su = 191 + = (rar )5 + e P
choosingu,, as follows:
ky >0 (15)
let v¢ be the virtual commanded airspeed defined as
vy = sk(U) (k16 — 0w) + V2 = [[k18 — 0, [2U.  (16)

It can be verified thafjv?| = V,. Knowing thaté < 2n and
|9 < €'V4, and choosing:; such that

1-¢
o Va a7

Uy = —]4}25,

k1 <
it can be ensured that! is correctly defined since
1k1d — Ou|| < V4
Introducing a new error term defined as:

o = mg=sk(U)(vg — v)

direction ofv,, i.e.
Jeo >0 | 1—cos(ve,vd) <2—¢,.

and ||63|| is bounded byAe~** with positive scalarsd and
b. Then choosing the control

g+ Sk(U)my, g = —k302 (20)
positive gains(ky, k2, k3, K) exist, such that the function
L=51+KS5;

is a Lyapunov function for the guidance dynamics that
guarantees that the closed-loop solution exists for aletim
and the error signal&, d-, @,,) converge to zero.

Proof: Consider the first term of (19) and introduce the
control (20). Given thafjvZ|| = V,, it can be written as:

6% T esk(U)my, uq = —k3||02]|?
Then using Schwarz inequality 7Y < (|z| + |y|?), and

noticing that
I8l < VL

- k
Img-ull < 2VE

162]] < V2K L
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the derivative ofZ can be written as: Remark 1:The proof is based upon the assumption that
. 03 is exponentially convergent. This is proved to be true in
L fith 21)  the next section.

where Remark 2:Note that although the proposed controller

T i guarantees exponential stability for the estimation edgr
fi < —ksK||62)* + KT K + L k1> Q- QP] 5, the initial condition of the estimator should not be arbijra
K2 2 due to the intrinsic risk of the Flare maneuver, any kind
of transient responses must be avoided. Thus, the initial

kK 4k dition of the estimator is inherited from the glide-so
T _op 14 M k2 conditi g p
v K A e+ k1 a controller, which has already a steady estimative for thedwi
K 2 velocity.
— ks ( + ) 5T P y
2k B. Touchdown control
with y = (5 + ’qu&) and The time derivative of (11) is given by
_ bs = @t sk(U) o, ua(a, ¢ (27)
fo=Qy+0)" 65 <1VLA (22) 3= oo sk(U) (o ¢)

Theorem 2:Consider the dynamics of equation (27) with
Recalling assumption 2, and noticing that one can ensugge control input defined as

that f; is upper-bounded by a definite negative expression

of (Pd,5 + ~4—,4d2) as soon as the control gains satisfy: QSQSTsk(U)mua = —kag <Z 4 w*> (28)
dky — 2
K< i2 (23)  then the closed-loop system is Globally Exponentially &tab
! and thereforel; converges exponentially to zero.
ey < kigm <2k1 - k%K> 24) Proof: Assume thath is bounded and lety be a
4e'V, 2 Lyapunov function candidate defined by
) .
ks > (;—&-%—Fkl) qx—l—k;—ze'Va. (25) Xhexp{k}::}

Thereforef; < —coL wherecy, > 0 is a function of the |t's time derivative is given by
gains (k1, ke, k3 K). Using this property along with (22),

equation (21) yields to Y = —w*hexp {h} = —w*y

. k4
L< —cof + VLA
This ensures thaty converges exponentially to zero. It

Let m = v/Z, then is straightforward to verify that ifs is bounded, then h

. converges exponentially to zero. Consequently, it rem@ns

"= £ < —com + A, show thath is bounded. Knowing that(0) > 0 = h(¢) > 0,
e e a second Lyapunov function candidate:
VL let V b dL functi didat
Hence, if there exists, that satisfies 1., .
V ==h*+kw*h
ClA 26 2

€2 > m(0) (26) with time derivative given by
then m decreases for all time which implies that also V= —k h?
decreases for all time. Given the conditions for the gains )

in expressions (17) and (23)-(25), one can verify that it i?—lenceV(t) < V(0) and then|i| < 8,V,so. Thereforeh

possible to choosé, k; andk, small enough and; large  onyerges exponentially to zero ahdalso converges expo-

enough so that (26) is satisfied. nentially to zero. Consequentially converges exponentially
Thus Lyapunov direct method ensures th@d,0 + 5 ser0. =

”q,::’w,ég) converge to zero. Given the definition Bf, we

note that it is positive definite as soon as < ¢'V,. C. Total Control law

Recalling (17) and the definition of given in (14), and Equations (20) and (28) can be added resulting in the

note that + ~4—* = ( implies that following control law

- Ny e i

[0w[] < 2nky < (1= €)Vo <&Vl Tt = sk(U)ksdy + sk(U)kaq) (h + w*> (29)
Thus, beingP a definite positive matrix at the equilibrium, it
implies that(d, 74+ 0., d2) converge towards zero exponen-where

tially. [ | Uq = Ty, Uy = U1 By +ua B,

Preprint submitted to 49th IEEE Conference on Decision and Control.
Received April 1, 2010.



CONFIDENTIAL. Limited circulation. For review only.
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Fig. 5. Airplane position. Fig. 6. Airplane attitudg ¢, o, 3).
Then choosing 18 ‘ ‘
o (h . Cwp « & & « & o
Ul ::l?y Sk([])k352 +—sk(l])k4q0 E:%—zu > NmMWMwwrwwWW/JMWMMNVWw\NwwﬂwwwmmWM“J/WVVVN“WW
b =
16 kL : , ! , , o
T .
Eg * h’ *
Uy =——F=— Sk(U)k‘g(Sz + sk(U)k:4q0 — 4w 15 i i i i ; ; ;
Eg E¢ h -200  -100 0 100 200 300 400 500
with EV = e, x U, ensures that the desired control equation 05
(29) and (6) are verified. ON
V. SIMULATION RESULTS g -osf
In this section, full dynamics of the jet-sized aircraft S ~ : ‘ ~ B
described in section Il, are simulated and the visual gudan I ; ; ; ; ; : 9
control law is tested in presence of wind. The aircraft mode O o e 0o
incorporates the nonlinear flight dynamics including agrod
namic effects and saturation on control surfaces deflection Fig. 7. Airplane attitude(é, o, 8) - Flare phase.

and thrust. Simulations have been undertaken with a specific
simulation architecture of the LRBA, termetf.

The results presented include the full landing mission, V]. CONCLUDING REMARKS
alignment, glide-slope and flare phases, although thisrpape
is focused only on the flare. Details about the controlleduse This paper proposed a robust nonlinear IBVS controller
for the alignment and glide-slope can be found in [12]. Théor fixed-wing aircraft, without direct measurement of the
runway is aligned with the, axis and is60 meters width. aircraft position. The proposed controller allows the air-
The desired trajectory consists in an alignment in the rgnwaplane to perform the Flare phase of the landing maneuver
axis, 350m above the ground level, followed by4a glide- autonomously through a feedback on visual features. The
path maneuver starting when the aircraft@®0m far from controller performs the stabilization task along with bded
the runway. Finally the flare maneuver starts to ensure estimation of the wind. The control algorithm has been
smooth touchdown. The initial position is abdifim along theoretically proved and tested in simulation with a nagdin
the lateral direction25m along the vertical axis, anthboom  aircraft model. Results show that the control approach is
from the beginning of the runway (longitudinal positionprF suitable for the task and is robust to wind gust. Future work

this simulation, the desired aerial velocity is: includes image treatment in the simulation architectuoegl
. with pan & tilt camera to ensure that the target surface is
Vo = 80ms always visible.

Figures 5 and 6 show the aircraft position and attitude
(¢, 0, B) along the forward motion. Figure 6 present the
att'tuqe. onIy for.the flare phase. The results were Obta'ne?l] Russell L. Anderson A robot ping-pong player: experiment in real-
submitting the aircraft to lateral wind dfom/s. time intelligent contral MIT Press, Cambridge, MA, USA, 1988.
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