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Abstract—This paper addresses the problem of navigation of autonomous vehicles based on the range to a single beacon. The vehicle is equipped with a standard Inertial Measurement Unit (IMU) and range measurements to a single source are available as an aiding observation, in addition to angular velocity readings. The contribution of the paper is twofold: i) necessary and sufficient conditions on the observability of the system are derived that can be used for the motion planning and control of the vehicle; ii) a linear model is developed that mimics the exact dynamics of the nonlinear range-based system, and a Kalman filter is applied to estimate the relative position of the source, as well as the linear velocity of the vehicle and the angular velocity. The filter design is the derivation of a linear time-varying (LTV) system that captures the dynamics of the nonlinear system. Central to the observability analysis and the filter design is the derivation of a linear time-varying (LTV) model that captures the dynamics of the nonlinear system. The LTV model is achieved through appropriate state augmentation, which is shown to mimic the nonlinear system under specific observability conditions. Applications of the proposed solution are many and an example is shown with a quadrotor, although the theoretical setting is completely general and can be applied to underwater, surface, aerial or space vehicles.

The problem statement and system dynamics are introduced in Section II. Section III refers to the observability analysis, while the filter design is proposed in Section IV. Simulation results are presented in Section V and Section VI summarizes the main conclusions of the paper.

A. Notation

Throughout the paper the symbol $0$ denotes a matrix (or vector) of zeros and $I$ an identity matrix, both of appropriate dimensions. A block diagonal matrix is represented as $\text{diag}(A_1, \ldots, A_n)$. If $x$ and $y$ are two vectors of identical dimensions, $x \times y$ and $x \cdot y$ represent the cross and inner products, respectively.

II. Problem Statement

A. Motivation

Consider an autonomous vehicle moving in a scenario where a fixed source is installed and suppose that the vehicle measures the range to the source. In the field of ocean robotics, e.g., the range to an acoustic beacon may be determined from the time-of-flight of an acoustic signal, whereas in space applications electromagnetic pulses may be employed. The problem considered in the paper is that of estimating the position of the source relative to the beacon. An observability analysis is presented based on the linearization of the nonlinear system which yields, off course, local results. Based on the linearized system dynamics, a Luenberger observer is introduced but in practice an extended Kalman filter (EKF) is implemented, with no warranties of global asymptotic stability. More recently, the same problem has been studied in [6] and [7], where EKFs have been extensively used to solve the navigation problem based on single beacon range measurements.

This paper addresses the problem of vehicle navigation based on range measurements to a single source. The contribution is twofold: i) the observability of the nonlinear system is analyzed and necessary and sufficient conditions derived that characterize this aspect of the system; ii) a filter design methodology is proposed based on a linear model for the system that captures the exact dynamics of the nonlinear system. Central to the observability analysis and the filter design is the derivation of a linear time-varying (LTV) system that captures the dynamics of the nonlinear system. The LTV model is achieved through appropriate state augmentation, which is shown to mimic the nonlinear system under specific observability conditions. Applications of the proposed solution are many and an example is shown with a quadrotor, although the theoretical setting is completely general and can be applied to underwater, surface, aerial or space vehicles.

The paper is organized as follows. The problem statement and system dynamics are introduced in Section II. Section III refers to the observability analysis, while the filter design is proposed in Section IV. Simulation results are presented in Section V and Section VI summarizes the main conclusions of the paper.
vehicle based on the range measurements. If the position of the source in known in inertial coordinates then, by estimating the position of the source relative to the vehicle, the vehicle can, in fact, navigate in inertial coordinates. Other applications may require only the position of the source relative to the vehicle, e.g., homing and docking tasks [8].

Knowledge of the range to the source is, evidently, insufficient to determine its position. Indeed, the vehicle must have some information about its own motion and, moreover, not all trajectories render the position of the source observable, as it will be shown in the sequel. To complete the navigation sensor suite of the vehicle, the vehicle is assumed to be equipped with an Inertial Measurement Unit (IMU), containing two triads of orthogonally mounted accelerometers and rate-giros that provide the linear acceleration and the angular velocity of the vehicle, respectively.

To properly set the problem framework, let \( \{I\} \) denote a local inertial reference coordinate frame and \( \{B\} \) a coordinate frame attached to the vehicle, denominated in the sequel as the body-fixed coordinate frame. The linear motion of the vehicle is described by \( \dot{p}(t) = R(t)v(t) \), where \( p \in \mathbb{R}^3 \) denotes the inertial position of the vehicle, \( v \in \mathbb{R}^3 \) the velocity of the vehicle relative to \( \{I\} \) and expressed in body-fixed coordinates, and \( R \in SO(3) \) is the rotation matrix from \( \{B\} \) to \( \{I\} \), which satisfies \( R(t) = R(t)S(\omega(t)) \), where \( \omega \in \mathbb{R}^3 \) is the angular velocity of \( \{B\} \), expressed in body-fixed coordinates, and \( S(\omega) \) is the skew-symmetric matrix such that \( S(\omega)x \) is the cross product \( \omega \times x \). Let \( s \) denote the inertial position of the source. Then, the range to the source is given by \( r(t) = \|r(t)\| \), where

\[
r(t) := R^T(t)[s - p(t)]
\]  

(1)
is the location of the source relative to the vehicle, expressed in body-fixed coordinates, precisely the quantity that the vehicle aims to estimate. The rotation matrix \( R \) is used in this paper for theoretical purposes only and is not needed in practice. Should it be needed, an Attitude and Heading Reference System would provide this quantity. The angular velocity \( \omega \) is provided by the IMU. Finally, the triad of accelerometers reads

\[
a(t) = v(t) + S(\omega(t)) \cdot v(t) - g(t),
\]  

(2)

where \( g(t) \in \mathbb{R}^3 \) denotes the acceleration of gravity, expressed in body-fixed coordinates. Ideal accelerometers would not measure the gravitational term but in practice this term must be considered due to the inherent physics of the accelerometers, see [9] for further details. The term \( S(\omega(t)) \cdot v(t) \) corresponds to the Coriolis acceleration and cannot be neglected, particularly for vehicles that execute aggressive maneuvers. The vehicle aims to estimate the source localization \( r(t) \), as well as the vehicle linear velocity \( v(t) \), from the knowledge of \( r(t), a(t), R(t), \) and \( \omega(t) \).

B. System Dynamics

The time derivative of (1) is given by

\[
\dot{r}(t) = -v(t) - S(\omega(t))r(t)
\]

and, from (2), it follows that

\[
\dot{v}(t) = a(t) - S(\omega(t))v(t) + g(t).
\]

Although the acceleration of gravity may be known with great accuracy in inertial coordinates, any misalignment in this quantity, when expressed in body-fixed coordinates, could lead to severe accuracy degradation. To avoid that, \( g(t) \) is also considered as a state in this framework. Assuming that the acceleration of gravity is constant in inertial coordinates then it follows that \( \dot{g}(t) = -S(\omega(t))g(t) \). The final system dynamics can be written as

\[
\begin{align*}
\dot{r}(t) &= -v(t) - S(\omega(t))r(t) \\
\dot{v}(t) &= a(t) - S(\omega(t))v(t) + g(t) \\
\dot{g}(t) &= -S(\omega(t))g(t) \\
y(t) &= \|r(t)\|
\end{align*}
\]  

(3)

The problem considered in the paper is the analysis of the observability of the nonlinear time-varying system (3) and the design of a state observer to estimate the system states.

III. OBSERVABILITY ANALYSIS

While the observability of linear systems is nowadays fairly well understood, the observability of nonlinear systems is still an open field of research, as evidenced (and in spite of) the large number of recent publications on the subject. The analysis of the linearization of a nonlinear system does not yield definite results either. This section provides an analysis of the observability of the nonlinear time-varying system (3) by means of state augmentation.

A. Coordinate Transformation

Let \( T(t) := \text{diag}(R(t), R(t), R(t)) \) and consider the state transformation

\[
\begin{bmatrix}
x_1(t) \\
x_2(t) \\
x_3(t) \\
x_4(t) \\
x_5(t) \\
x_6(t) \\
x_7(t) \\
x_8(t)
\end{bmatrix} := T(t) \begin{bmatrix}
r(t) \\
v(t) \\
g(t)
\end{bmatrix},
\]  

(4)

which is a Lyapunov state transformation previously used by the authors [10]. The new system dynamics are given by

\[
\begin{align*}
x_1(t) &= -x_5(t) \\
x_2(t) &= x_5(t) + u(t) \\
x_3(t) &= 0 \\
y(t) &= \|x_1(t)\| \\
\end{align*}
\]  

(5)

where \( u(t) := R(t)a(t) \). Notice that as (4) is a Lyapunov state transformation all observability properties are kept [11].

B. State Augmentation

To derive a linear system that mimics the dynamics of the nonlinear system (5), define five additional scalar state variables as

\[
\begin{align*}
x_4(t) := y(t) \\
x_5(t) := x_1(t) \cdot x_2(t) \\
x_6(t) := x_1(t) \cdot x_3(t) - \|x_2(t)\|^2 \\
x_7(t) := x_2(t) \cdot x_3(t) \\
x_8(t) := \|x_3(t)\|^2
\end{align*}
\]

and denote by

\[
x(t) = [x_1^T(t) x_2^T(t) x_3^T(t) x_4(t) \ldots x_8(t)]^T \in \mathbb{R}^n,
\]
\( n = 9 + 5 \), the augmented state. It is easy to verify that the dynamics of the augmented system can be written as

\[
\begin{align*}
\dot{x}(t) &= A(t)x(t) + Bu(t) \\
y(t) &= Cx(t),
\end{align*}
\] (6)

where

\[
A(t) = \begin{bmatrix}
0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -\frac{1}{T_f} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & -2u(t) & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & u(t) & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\] (7)

\( B = [1 0 0 0 0 0 0 0 0]^T \), and \( C = [0 0 0 1 0 0 0 0 0] \).

The dynamic system (6) can be regarded as a linear time-varying system, even though the system matrix \( A(t) \) depends explicitly on the system input and output, as evidenced by (7). Nevertheless, this is not a problem from the theoretical point of view since both the input and output of the system are known continuous bounded signals. The idea is not new either, e.g., [12], and it just suggests, in this case, that the observability of (6) may be connected with the evolution of the system input or output (or both), which is not common and does not happen when this matrix does not depend on the system input or output. The observability analysis of (6) will follow using classical theory of linear systems. Notice that there is nothing in the system (6) imposing

\[
\begin{align*}
y(t) &= \|x_1(t)\| \\
x_5(t) &= x_1(t) \cdot x_2(t) \\
x_6(t) &= x_1(t) \cdot x_3(t) - \|x_2(t)\|^2 \\
x_7(t) &= x_2(t) \cdot x_3(t) \\
x_8(t) &= \|x_3(t)\|^2
\end{align*}
\] (8)

Although these restrictions could be easily imposed including artificial outputs, e.g., \( y_2(t) = x_5(t) - x_1(t) \cdot x_3(t) = 0 \forall t \), this is preferred since it allows to consider the system as linear. However, care must be taken when extrapolating conclusions from the observability of (6) to the observability of (5) or (3). Finally, notice that (7) is only well defined for \( y(t) \neq 0 \). This is a mild assumption as, for \( y(t) = 0 \), the location of the vehicle coincides with the source location, which is impossible in practice. Therefore, the following assumption is introduced.

**Assumption 1:** The motion of the vehicle is such that

\[
\exists \forall \quad Y_m \leq y(t) \leq Y_M.
\]

\( Y_m > 0 \quad t > t_0 \)

\( Y_M > 0 \)

**Remark 1:** It is possible to derive all the results in the paper without Assumption 1 if a different augmented state vector is considered, using the square of the range instead of the range itself. Although this has no disadvantages from the theoretical point of view, it presents, in practice, a significant inconvenient as sensor noise is greatly amplified by the square operation for large transponder-vehicle distances. Therefore, the use of the range instead of its square is preferred in the paper.

**C. Observability of the LTV System**

In order to proceed with the analysis of the observability of the LTV system (6), it is convenient to compute the observability Gramian associated with the pair \((A(t), C)\) and, in order to do so, the transition matrix associated with \(A(t)\). Let \( u^1(t, t_0) := \int_{t_0}^t u(\sigma) d\sigma \) and

\[
u^2(t, t_0) := \int_{t_0}^t \int_{t_0}^\sigma u(\omega) d\omega d\sigma,
\]

where \((\cdot)^{[i]}\) represents the \(i\)-th integral quantity. Then, it is straightforward to show that the transition matrix associated with \(A(t)\) is given by

\[
\begin{bmatrix}
\Phi_A(t, t_0) & 0 \\
\Phi_B(t, t_0) & \Phi_C(t, t_0)
\end{bmatrix}
\]

with

\[
\Phi_A(t, t_0) = \begin{bmatrix}
I & - (t - t_0) I & - \frac{(t - t_0)^2}{2} I \\
0 & I & (t - t_0) I \\
0 & 0 & I
\end{bmatrix}
\]

\[
\Phi_B(t, t_0) = \begin{bmatrix}
\int_{t_0}^t \frac{1}{y(\sigma)} d\sigma & - \int_{t_0}^{\tau_1} \frac{1}{\sigma y(\sigma)} d\sigma & 0 \\
0 & \int_{t_0}^t \frac{\tau_1}{y(\sigma)} d\sigma & 0 \\
0 & 0 & \int_{t_0}^t \frac{\tau_1}{y(\sigma)} d\sigma
\end{bmatrix},
\]

and \( \Phi_B(t, t_0) \) and \( \Phi_C(t, t_0) \) are omitted as they are not required in the sequel. The observability Gramian associated with the pair \((A(t), C)\) is simply given by

\[
\mathcal{W}(t_0, t_f) = \int_{t_0}^{t_f} \Phi^T(t, t_0) C^T C \Phi(t, t_0) dt.
\]

The following theorem establishes a necessary and sufficient condition on the observability of the LTV system (6).

**Theorem 1:** The LTV system (6) is observable on \([t_0, t_f]\), \( t_0 < t_f \), if and only if the set of functions

\[
\mathcal{F} = \{ t - t_0, (t - t_0)^2, (t - t_0)^3, (t - t_0)^4, u_1^2(t_0), u_2^2(t_0), u_3^2(t_0), (t - t_0) u_1^2(t_0), (t - t_0) u_2^2(t_0), (t - t_0) u_3^2(t_0), (t - t_0)^2 u_1^2(t_0), (t - t_0)^2 u_2^2(t_0), (t - t_0)^2 u_3^2(t_0) \}
\]

is linearly independent on \([t_0, t_f]\).

**Proof:**

a) **Sufficiency:** Suppose that the LTVS (6) is not observable on \([t_0, t_f]\). Then, the observability Gramian \(\mathcal{W}(t_0, t_f)\) is not positive definite and therefore

\[
\exists \quad \forall \quad \mathbf{d}^T \mathcal{W}(t_0, t_f) \mathbf{d} = 0.
\]

\( \mathbf{d} \in \mathbb{R}^n \quad t \in [t_0, t_f] \quad \|\mathbf{d}\| = 1 \)

\[6193]
Expanding (9) gives $\int_{t_0}^{t} \| \phi_4 (\sigma, t_0) \cdot d \|^2 d\sigma = 0$ for all $t \in [t_0, t_f]$, which implies that
\[
\phi_4 (t, t_0) \cdot d = 0 \tag{10}
\]
for all $t \in [t_0, t_f]$. Let $d = [d_T^T \ d_\sigma] \ d_4 \ldots \ d_8]^T$. Notice that $\phi_4 (t, t_0) \cdot d = d_4$ and therefore, for (10) to hold, it must be $d_4 = 0$. On the other hand, from (10) it also follows that
\[
\frac{d}{d\sigma} \phi_4 (t, t_0) \cdot d = 0 \quad \text{for all} \quad t \in [t_0, t_f],
\]
which implies that
\[
- u^{[1]}(t, t_0) \cdot d_1 + \left[ (t - t_0) u^{[1]}(t, t_0) + u^{[2]}(t, t_0) \right] \cdot d_2
\]
\[
= \frac{(t - t_0)^2}{2} u^{[1]}(t, t_0) + (t - t_0) u^{[2]}(t, t_0) \cdot d_3
\]
\[
d_5 - (t - t_0) d_6 + \frac{3}{2} (t - t_0)^2 d_7
\]
\[
+ \frac{1}{2} (t - t_0)^3 d_8 = 0
\tag{11}
\]
for all $t \in [t_0, t_f]$. Integrating both sides of (11) gives
\[
- u^{[2]}(t, t_0) \cdot d_1 + (t - t_0) u^{[2]}(t, t_0) \cdot d_2
\]
\[
+ \frac{(t - t_0)^2}{2} u^{[2]}(t, t_0) \cdot d_3 - (t - t_0) d_5 - \frac{(t - t_0)^2}{2} d_6
\]
\[
+ \frac{(t - t_0)^3}{2} d_7 + \frac{(t - t_0)^4}{2} d_8 = 0
\tag{12}
\]
for all $t \in [t_0, t_f]$, and taking the time derivative of (12),
\[
- u^{[1]}(t, t_0) \cdot d_1 + \left[ (t - t_0) u^{[1]}(t, t_0) + u^{[2]}(t, t_0) \right] \cdot d_2
\]
\[
= \frac{(t - t_0)^2}{2} u^{[1]}(t, t_0) + (t - t_0) u^{[2]}(t, t_0) \cdot d_3
\]
\[
d_5 - (t - t_0) d_6 + \frac{3}{2} (t - t_0)^2 d_7
\]
\[
+ \frac{1}{2} (t - t_0)^3 d_8 = 0.
\]
Selecting $d^* = \left[ d_T^2 d_\sigma^2 \right]^T$, it is clear that
\[
d^* \cdot \mathcal{W}(t_0, t) \cdot d^* = 0 \quad \text{for all} \quad t \in [t_0, t_f],
\]
which means that (6) is not observable on $[t_0, t_f]$. Therefore, if (6) is observable on $[t_0, t_f]$, the set of functions $\mathcal{F}$ is linearly independent on $[t_0, t_f]$, which concludes the proof. ■

The linear independence condition on the set of functions $\mathcal{F}$ provides little insight on the motion required by the vehicle so that observability is attained. This is established in the following theorem.

**Theorem 2**: The LTV system (6) is observable on $[t_0, t_f]$, $t_0 < t_f$, if and only if the set of functions
\[
\mathcal{F}^* = \{ t - t_0, (t - t_0)^2, (t - t_0)^3, (t - t_0)^4, p_1(t) - p_1(t_0), p_2(t) - p_2(t_0), p_3(t) - p_3(t_0),
\]
\[
(t - t_0) [p_1(t) - p_1(t_0)], (t - t_0) [p_2(t) - p_2(t_0)],
\]
\[
(t - t_0) [p_3(t) - p_3(t_0)], (t - t_0)^2 [p_1(t) - p_1(t_0)],
\]
\[
(t - t_0)^2 [p_2(t) - p_2(t_0)], (t - t_0)^2 [p_3(t) - p_3(t_0)] \}
\]
is linearly independent on the interval $[t_0, t_f]$, where $\mathbf{p}(t) = \left[ \begin{array}{c} p_1(t) \\ p_2(t) \\ p_3(t) \end{array} \right]^T$.

**Proof**: As it has been shown in Theorem 1, that the LTV system (6) is observable on $[t_0, t_f]$ if and only if the set of functions $\mathcal{F}$ is linearly independent on that interval, the proof of the theorem follows by establishing that the set of functions $\mathcal{F}$ is linearly independent on $[t_0, t_f]$ if and only if so is the set of functions $\mathcal{F}^*$. Expressing $\mathbf{u}^{[2]}(t, t_0)$ as a function of the motion of the vehicle and the initial velocity and gravity, in inertial coordinates, gives
\[
\mathbf{u}^{[2]}(t, t_0) = \mathbf{p}(t) - \mathbf{p}(t_0) - (t - t_0) \mathbf{v}(t_0) - \frac{(t - t_0)^2}{2} \mathbf{a}(t_0) \tag{13}
\]
Substituting (13) in the set of functions $\mathcal{F}$, it becomes obvious that the set of functions $\mathcal{F}$ is linearly independent on $[t_0, t_f]$ if and only if so is the set of functions $\mathcal{F}^*$, which concludes the proof. ■

**D. Observability of the Nonlinear System**

The observability of the nonlinear system (3) is discussed in this section. The following theorem provides a sufficient observability condition and a practical result on the design of state observers for the nonlinear system (5).

**Theorem 3**: Suppose that the set of functions $\mathcal{F}^*$ is linearly independent on $[t_0, t_f]$. Then,
\begin{enumerate}
\item the nonlinear system (5) is observable on $[t_0, t_f]$;
\item a state observer with globally asymptotically stable error dynamics for the LTV system (6) is also a state observer for the nonlinear system (5), with globally asymptotically stable error dynamics.
\end{enumerate}

**Proof**: Let $\left[ \mathbf{x}^T \ (t_0) \ x^T \ (t_0) \ x^T \ (t_0) \right]^T$ be the initial state of the nonlinear system (5). Then, the output at time $t$ is given by
\[
y(t) = \sqrt{\| \mathbf{x}(t) \|^2} \tag{14}
\]
where
\[
\| \mathbf{x}(t) \|^2 = \| \mathbf{x}(t_0) - (t - t_0) \mathbf{x}(t_0) - \frac{(t - t_0)^2}{2} \mathbf{x}(t_0) - \mathbf{u}^{[2]}(t, t_0) \|^2
\]
\[
= \| \mathbf{x}(t_0) \|^2 + \| \mathbf{x}(t_0) \|^2 + \frac{(t - t_0)^2}{4} \| \mathbf{x}(t_0) \|^2
\]
\[
- 2(t - t_0) \mathbf{x}(t_0) \cdot \mathbf{u}^{[2]}(t, t_0) + (t - t_0)^2 \mathbf{x}(t_0) \cdot \mathbf{u}^{[2]}(t, t_0)
\]
\[
+ (t - t_0)^2 \mathbf{x}(t_0) \cdot \mathbf{u}^{[2]}(t, t_0)
\]
Assuming that the set of functions $\mathcal{F}^*$ is linearly independent on $[t_0, t_f]$, then it follows, from Theorem 2, that the LTV system (6) is observable on $[t_0, t_f]$. Thus, given $\{y(t) : t \in [t_0, t_f]\}$, the initial state of (6) is uniquely determined. Let
\[
\left[ \mathbf{z}^T \ (t_0) \ z^T \ (t_0) \ z^T \ (t_0) \ z^T \ (t_0) \ z^T \ (t_0) \ z^T \ (t_0) \ z^T \ (t_0) \ z^T \ (t_0) \right]^T
\]
be the initial state of the linear system (6). Then, the square of the output satisfies
\[
g^2(t) = -2\mathbf{z}(t_0) \cdot \mathbf{u}^{[2]}(t, t_0) + 2(t - t_0) \mathbf{z}(t_0) \cdot \mathbf{u}^{[2]}(t, t_0)
\]
\[
+ (t - t_0)^2 \mathbf{z}(t_0) \cdot \mathbf{u}^{[2]}(t, t_0) + 2(t - t_0) \mathbf{z}(t_0) - 2(t - t_0)^2 \mathbf{z}(t_0)
\]
\[
- (t - t_0)^2 \mathbf{z}(t_0) + (t - t_0)^4 \mathbf{z}(t_0)
\]
\[
+ \frac{(t - t_0)^4}{4} \mathbf{z}(t_0) + \left\| \mathbf{u}^{[2]}(t, t_0) \right\|^2.
\]

\[
(15)
\]
From the comparison between (14) and (15) it follows that
\[
-2 [x_1 (t_0) - z_1 (t_0)] \cdot u^2 (t, t_0) \\
+2 [x_2 (t_0) - z_2 (t_0)] \cdot (t - t_0) u^3 (t, t_0) \\
+ [||x_3 (t_0)|| - z_3 (t_0)] \\
-2 [x_1 (t_0) \cdot x_2 (t_0) - z_1 (t_0) - z_2 (t_0)] \cdot (t - t_0)^2 \\
+ [x_2 (t_0) \cdot x_3 (t_0) - z_2 (t_0)] \cdot (t - t_0)^3 \\
+ [||x_3 (t_0)||^2 - z_3 (t_0)] \\
\begin{bmatrix} (t - t_0)^4 \frac{c_4}{4} \end{bmatrix} = 0. \tag{16}
\]
for all \( t \in [t_0, t_f] \). Notice that \( z_4 (t_0) = ||x_1 (t_0)|| \). Since it is assumed that the set of functions \( \mathcal{F}_r \) is linearly independent, it is easy to see that the only solution of (16) is \( x_1 (t_0) = z_1 (t_0), x_2 (t_0) = z_2 (t_0), x_3 (t_0) = z_3 (t_0), ||x_1 (t_0)||^2 = z_4 (t_0), x_1 (t_0) \cdot x_2 (t_0) = z_5 (t_0), x_1 (t_0) \cdot x_3 (t_0) - ||x_2 (t_0)||^2 = z_6 (t_0), x_2 (t_0) \cdot x_3 (t_0) - z_7 (t_0), \) and \( ||x_3 (t_0)||^2 = z_8 (t_0) \). This concludes the proof, as both the initial state of the nonlinear system (5) is uniquely determined and the initial state of the linear (6) system matches the initial state of the nonlinear system, in spite of the fact that the algebraic restrictions (8) were not explicitly imposed.

Notice that the definition of observability for nonlinear systems does not imply that every admissible input distinguishes points of the state space, although that is true for linear systems [13]. Nevertheless, that is implied in Theorem 3 since the core system for the proof of the result is linear.

Theorem 3 introduces a sufficient observability condition for the nonlinear system (5) that requires the linear independence of 13 functions, which may be considered, at first glance, a conservative result attending to the fact that the original nonlinear system has only 9 states. If on one hand this is due to the fact that the original system dynamics (5) were augmented but the algebraic restrictions (8) were not explicitly imposed, on the other hand it will be shown in the sequel that this linear independence condition is not that conservative. The following proposition establishes a lower bound on the number and nature of functions necessarily required to be linear independent.

**Proposition 1:** If the nonlinear system (5) is observable on \([t_0, t_f]\), \( t_0 < t_f \), then the set of functions
\[
\mathcal{F}_r = \left\{ \begin{array}{c}
u^2 [t, t_0], u^3 [t, t_0], u^3 [t, t_0], \\
(t - t_0) u^2 [t, t_0], (t - t_0) u^2 [t, t_0], (t - t_0)^2 u^2 [t, t_0], \\
(t - t_0)^2 u^2 [t, t_0], (t - t_0)^2 u^2 [t, t_0], (t - t_0)^2 u^2 [t, t_0]
\end{array} \right\}
\]
is linearly independent on \([t_0, t_f]\).

**Proof:** Suppose that the set of functions \( \mathcal{F}_r \) is linearly dependent. Then, it is clear that there exists a nonzero vector \( c = [c^2_1 \ c^2_2 \ c^2_3] \in \mathbb{R}^9 \) such that
\[
c \cdot \begin{bmatrix} u^2 (t, t_0) \\
(t - t_0) u^2 (t, t_0) \\
(t - t_0)^2 u^2 (t, t_0) \end{bmatrix} = 0 \tag{17}
\]
for all \( t \in [t_0, t_f] \). Let \( y^o (t) \) denote the output of (5) with initial condition \( x_i^0 (t_0) = -c_i, x_2^0 (t_0) = 2e_2, \) and \( x_3^0 (t_0) = c_3 \) and \( y^b (t) \) denote the output of (5) with initial condition \( x_i^0 (t_0) = 2e_1, x_2^0 (t_0) = -2e_2, \) and \( x_3^0 (t_0) = -c_3 \). It is straightforward to show, using (17), that \( y^o (t) = y^b (t) \) for all \( t \in [t_0, t_f] \). Thus, if the set of functions \( \mathcal{F}_r \) is not linearly independent, there exist, at least, two states that are indistinguishable. Therefore, the system is not observable, which concludes the proof.

To conclude this section, it is important to remark that, although all the results were derived concerning the observability of the nonlinear system (5), these also apply to the observability of the original nonlinear system (3) as they are related by the Lyapunov transformation (4).

### IV. Filter Design

In the previous section the observability of (3) was discussed by means of state augmentation and a coordinate change and Theorem 3 provides a practical result on the design of a state observer for (5). In order to recover the augmented system dynamics in body-fixed coordinates, consider the state transformation \( x(t) = \mathbf{T}_b^T (t) \mathbf{x}(t) \), where
\[
\mathbf{T}_b (t) = \text{diag}(\mathbf{T}(t), 1, 1, 1, 1, 1).
\]
Notice that (18) is a Lyapunov transformation matrix [11]. The augmented system dynamics in body-fixed coordinates are given by
\[
\begin{align*}
\dot{x}(t) &= \mathbf{A}(t) x(t) + \mathbf{B} a(t) \\
y(t) &= \mathbf{C} x(t)
\end{align*}
\]
where
\[
\mathbf{A}(t) = \begin{bmatrix}
-S(\omega(t)) & -\mathbf{I} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -S(\omega(t)) & -\mathbf{I} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -S(\omega(t)) & -\mathbf{I} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -\mathbf{I} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -\mathbf{I} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -\mathbf{I} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -\mathbf{I} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & -\mathbf{I} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -\mathbf{I}
\end{bmatrix}
\]
Adding system disturbances \( \mathbf{n}_x \) and sensor noise \( \mathbf{n}_y \), the design of a Kalman filter follows for the LTV system
\[
\begin{align*}
\dot{x}(t) &= \mathbf{A}(t) x(t) + \mathbf{B} a(t) + \mathbf{n}_x(t) \\
y(t) &= \mathbf{C} x(t) + \mathbf{n}_y(t)
\end{align*}
\]
where it is assumed that \( \mathbf{n}_x \) and \( \mathbf{n}_y \) are uncorrelated zero-mean Gaussian noises, with \( \mathbb{E} [\mathbf{n}_x(t) \mathbf{n}_x^T (\tau)] = \mathbf{Q} \delta (t - \tau) \) and \( \mathbb{E} [\mathbf{n}_y(t) \mathbf{n}_y^T (\tau)] = \mathbf{R} \delta (t - \tau) \).

To conclude this section notice that stronger forms of observability should be imposed for the stability of the Kalman filter. In particular, if (19) is uniformly complete observable, then the Kalman filter is stable [14, 15]. This form of observability is closely related to the one previously derived and it is rather straightforward to derive conditions for uniform complete observability based on the previous results.

### V. Simulations

In order to evaluate the performance achieved with the proposed navigation solution, simulations were carried out with a full nonlinear model of a quadrotor (see [16] for further details). In the simulations a trajectory tracking control law [16] was employed to follow the desired trajectory
\[
\mathbf{p}_d(t) = \begin{bmatrix}
20 + \frac{100}{24} \sin \left( \frac{2 \pi t}{30} \right) \\
20 + \frac{50}{24} \cos \left( \frac{2 \pi t}{30} + \frac{\pi}{4} \right) \\
20 + \frac{20}{24} \sin \left( \frac{2 \pi t}{30} - \frac{\pi}{4} \right)
\end{bmatrix} \text{ (m)}.
\]
The resulting trajectory is shown in Fig. 1.

Sensor noise was considered for all sensors. In particular, the range, acceleration, and angular velocity measurements are assumed to be corrupted with additive uncorrelated zero-mean white Gaussian noises, with standard deviations of 0.2 m, 0.001 m/s², and 0.001 °/s, respectively. The source was fixed at $[1 1 1]^T$ (m). These are realistic measurements considering the scale of the problem.

To tune the Kalman filter the state disturbance covariance matrix was chosen as

$$Q = 10^{-5} \text{diag}(10, 10, 0.1, 1, 0.2, 0.2, 0.1, 0.01)$$

and the output noise variance as $R = 1$. The evolution of the position, velocity, and acceleration of gravity errors is depicted in Fig. 2, whereas the evolution of the remaining state errors is omitted due to the lack of space.

The initial large transients appear due to the mismatch of the initial conditions and last for a while due to the tremendous estimation effort that is to estimate the position, velocity, and acceleration of gravity from the observation of the norm of a position measurement. In spite of that, good performance is attained and the steady-state error remains confined to a very tight interval. The standard deviation of the position, velocity, and acceleration of gravity error is shown in Table I.

### Table I

<table>
<thead>
<tr>
<th>Error variable</th>
<th>x-axis</th>
<th>y-axis</th>
<th>z-axis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Position (m)</td>
<td>2.3</td>
<td>2.1</td>
<td>0.43</td>
</tr>
<tr>
<td>Velocity (m/s)</td>
<td>0.044</td>
<td>0.038</td>
<td>0.0046</td>
</tr>
<tr>
<td>Gravity (m/s²)</td>
<td>$0.60 \times 10^{-3}$</td>
<td>$0.57 \times 10^{-3}$</td>
<td>$0.11 \times 10^{-3}$</td>
</tr>
</tbody>
</table>

VI. Conclusion

The problem of navigation of autonomous vehicles based on the range to a single source was addressed in this paper. The observability of the system was analyzed and practical meaningful necessary and sufficient conditions were derived that characterize this aspect of the system. These conditions are closely related to the motion of the vehicle and allow for the implementation of appropriate motion planning and control strategies that render the system observable. To solve the estimation problem a standard Kalman filter is proposed for a linear system that mimics the exact dynamics of the nonlinear range-based system under specific observability conditions. Since no linearizations are considered, the stability of the filter is well characterized from classic Kalman filter theory results. Simulation results were presented that evidence the attainable performance in the presence of realistic sensor noise.
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