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Abstract—This paper proposes an estimation algorithm for the determination of attitude installation matrix for laser detection and ranging systems (LADAR) mounted onboard autonomous vehicles, without requiring any prior knowledge on the terrain where the calibration mission is performed. The use of autonomous vehicles equipped with LADAR systems to conduct fully automatic surveys of terrain, infrastructures, or just to navigate safely in unknown environments, motivates the research on increasingly precise LADAR data acquisition and processing algorithms, for which the determination of the correct installation matrix is critical. The proposed methods rely on the minimization of the errors between several acquired data sets, by comparing each measured data set and a surface representation of the others. This error functional is minimized resorting to optimization tools for Riemannian manifolds enabling direct estimation of the installation matrix on the group of special orthogonal matrices SO(3). The proposed technique is extensively tested using simulated LADAR data sets under realistic acquisition conditions.

I. INTRODUCTION

Laser Detection and Ranging (LADAR) systems technology is nowadays widely used by the robotics and the remote sensing research communities. The development of airborne laser ranging sensors started in the 1970s in North America, mainly for topographic applications. Later, with the development of affordable Inertial Navigation System (INS) and Global Positioning System (GPS) units, other applications captured the attention of the research community, such as monitoring ice sheets [1] or measuring canopy heights [2]. The robotics research community is nowadays employing autonomous vehicles equipped with LADARs to perform automatic acquisition and 3-D reconstruction of terrain, buildings, large infrastructures or using this information to safely navigate through unknown environments [3], [4]. For all these applications the data accuracy is essential. However, there are several sources of inaccuracy that can lead to considerable nonlinear reconstruction errors, for instance, an airborne LADAR acquiring terrain elevation 1 km above the ground, with 0.01 rad of roll mounting bias will generate points with an error of 10 m, with a planar terrain (otherwise nonlinear distortions will appear). Thus, the calibration of these errors, specially the attitude installation bias, is fundamental to meet the desired accuracy requirements.

In most applications the LADAR system is installed in a platform equipped with an INS/GPS unit, which provides position and attitude data that, together with the relative distance measured by the LADAR, enables the reconstruction of the surrounding environment. Conversely to other calibration procedures that require particular terrain features and/or specific vehicle trajectories in order to calibrate a subset of the parameters [5], in the proposed method the only information required for LADAR calibration are clouds of 3-D points. Thus, there is no matching information between points and also no previous knowledge on the terrain where the calibration mission is performed. For instance, a standard procedure in the literature for laser calibration would be to fly over a known flat surface while performing pitch and roll maneuvers, separately, which enables the calibration of only these two parameters. Since there is no direct technique to compare the measured data set with the corresponding real points, one approach is to compare the measured data set with a representation of the real surface [6]. This technique is used in [7] with the linearization of the error model to obtain a Gauss-Helmert model, which is used to estimate the installation bias. In [8], this approach was generalized using nonlinear and geometric optimization techniques, but still shares the main difficulty for practical implementation: a known calibration surface is needed to compare with the acquired data. In the present work, no a priori knowledge on any surface is required as the proposed method compares directly at least two sets of acquired data. Nonetheless, there should be enough information on the calibration surface and vehicle trajectories to enable the full attitude installation bias calibration. The comparison of each set of acquired data, or cloud of points, is compared with a surface approximation of all the remaining sets by measuring the minimum distance of each point to the approximated surfaces. The intuition behind this approach is that there should be only one installation matrix that justifies all the acquired sets of data.

The estimation problem is formulated within the scope of maximum likelihood (ML) theory [9], allowing the formulation of the calibration problem as an optimization problem. The real valued cost functional to be minimized is defined by the summation of the errors between each measured data set and the surface approximation of the other sets. The optimization approach resorts to optimization tools on Riemannian manifolds, enabling the use of Gradient and
Newton methods to directly estimate the installation matrix on the group of special orthogonal matrices SO(3) [10], [11]. This approach can also use a line search algorithm, such as the Wolfe rule to compute the step size [12]. Nonetheless, there exists an exact computation of the step size algorithm within SO(3), [13]. The proposed calibration technique is tested using simulated data sets to assess its performance and limitations. The paper is organized as follows: Section II introduces the reconstruction error model, a ML formulation is proposed, and the calibration problem is written as a nonlinear optimization problem. Section III introduces the Riemannian optimization tools used to solve the problem. Simulation results and an in-depth discussion of the algorithm presented in Section IV. Finally, in Section V the main conclusions are offered and directions for further work are outlined.

II. RECONSTRUCTION ERROR MODEL

In this section the reconstruction error model and the calibration problem are introduced. This calibration problem is formulated in such a way that the use of a known calibration surface is avoided, introducing the idea of comparing different clouds of the same terrain with each other. In the following three subsections, the point reconstruction, the cloud-to-cloud comparison, and the calibration problem are introduced.

A. Point Reconstruction

The point reconstruction model describes the transformation of the LADAR raw data, composed by a range measurement and an incidence angle, into 3-D points. The following coordinate frames are introduced: \{I\} as the inertial frame; \{ins\} as INS/GPS frame; \{l\} as the LADAR frame, with origin at the laser’s firing point and z-axis indicating the zero scanning angle; \{lb\} as the laser beam frame, with origin at the firing point, y-axis collinear with that of frame \{l\} and z-axis oriented opposite to the direction of the laser beam. These frames and the connections between them are depicted in Fig. 1. Each measurement \(k\) is defined as the distance between the laser firing point and the laser hit point, \(\rho_k\), and by the angular position of the laser beam, \(\alpha_k\), that is, the angle from \{l\} to \{lb\}. Thus, it can easily be seen that the expression that transforms the LADAR measurement \((\rho_k, \alpha_k)\) into the reconstructed 3-D point \(p_k\), expressed in the inertial frame, is given by

\[
p_k = R_{insl} (RR_l R_{lb}(\alpha_k) r(\rho_k) + b) + p_{msl},
\]

where \(R_{insl}\) is the platform attitude defined by the rotation from \{ins\} to \{I\}, \(R_l\) is the known attitude mounting bias defined by the rotation from \{l\} to \{ins\}, \(R_{lb}(\alpha_k)\) is the rotation from \{lb\} to \{l\}, that defines the laser beam rotation and is given by \(R_{lb}(\alpha_k) = R_Y(\alpha_k)\), with \(R_Y(.)\) standing for the rotation matrix about the y-axis, \(r(\rho_k) = \begin{bmatrix} 0 & 0 & -\rho_k \end{bmatrix}'\), \(p_{msl}\) is the INS/GPS unit position expressed in \{I\}. The known position installation bias \(b\) denotes the laser firing point described in \{ins\} and matrix \(R\) is the rotation matrix that defines the unknown attitude installation bias, which is an element of the group of special orthogonal matrices SO(3). Note that the position installation bias can be itself calibrated, however, it can be more accurately measured than the attitude installation bias. Let \(M(n, \mathbb{R}) = \{A : n \times n \text{ matrix with real entries}\}\) and the group of orthogonal matrices be defined as \(O(n) = \{U \in M(n, \mathbb{R}) : U'U = I_{n \times n}\}\), then the group of special orthogonal matrices is \(SO(n) = \{R \in O(n) : \det(R) = 1\}\).

B. Cloud-to-Cloud Comparison

Assume there are \(n_c > 1\) clouds of points, \(C_i\) for \(i = 1, \ldots, n_c\), resulting from different trajectories of the vehicle, such that the intersection of the laser data boundaries of each cloud projected into the \(xy\)-plane is nonempty. Each cloud is a set of \(n_{pl}\) laser measurement points, \(C_i = \{p_{ik}\}\) for \(k = 1, \ldots, n_{pl}\), which represent a nonlinearly distorted sampling with noise of the real surface \(S_{\text{real}}\), and can be approximated by a piecewise surface \(S_i\), consisting in a set of \(n_{planes}\) planes. The fact that in this problem there is no correspondence between the points of the different clouds of points does not allow for a direct comparison. The proposed solution consists of comparing each cloud \(C_i\) with a surface approximation of all the remaining clouds, \(S_j\), for \(j = 1, \ldots, n_c\) and \(j \neq i\). For that purpose, it is assumed that the surface approximations can be represented by an elevation map, of the form \(z = f_S(x, y)\), and that a piecewise surface defined by a set of \(n_{planes}\), can describe this function with arbitrarily small error, as \(n_{planes} \to \infty\).

To compare the points of cloud \(C_i\) with the approximated surface of cloud \(C_j\), \(S_j\), each point is linked with the closest plane of \(S_j\) along its normal vector. Considering the set of planes that define \(S_j\), let the plane associated with the measurement \(k\) of \(C_i\) be defined by the plane equation \(s_{ijk} p_k + 4 s_{ijk} = 0\), where \(s_{ijk} = [1 s_{ij} 2 s_{ik} 3 s_{jk}] \in \mathbb{R}^4\) is the plane normal unitary vector and \(4 s_{ijk} \in \mathbb{R}\).

C. Calibration Problem

The calibration of a LADAR system can be formulated as the minimization of the error between each measured set of reconstructed points, \(C_i\), and the surface approximation of the remaining clouds, \(S_j\), for \(j = 1, \ldots, n_c\) and \(j \neq i\), subject to the LADAR model constraint. The error between each point
\( e^{ij}_k(R) = H_k^{ij} R h_k^i + c^{ij}_k \),

where \( H_k^{ij} = \hat{p}_k^{ij} S_k^{ij} R_{ins} \) and \( h_k^i = -R t R_t(\alpha_k^i) r(1) \), \( c^{ij}_k = -S_k^{ij} R_{ins} b^i - S_k^{ij} p^{ij}_k \) and \( S_k^{ij} = s_k^{ij} s_k^{ij} \).

Also, \( R \in SO(3) \) is the calibration parameter matrix that is estimated and the known parameters are \( H_k^{ij} \in M(3, \mathbb{R}) \) and \( h_k^i, c^{ij}_k \in \mathbb{R}^3 \). In addition, the following assumption characterizes the measurement error distribution.

**Assumption 1 (Error distribution):** The measurement error distribution is assumed to be Gaussian and defined by \( p(e^{ij}_k) = \mathcal{N}(0, \sigma_k^{ij}_2 I) \).

The calibration problem can be formulated within the scope of the ML estimation theory as that of maximizing the reconstruction error probability function, i.e.,

\[
R^* = \arg \min_{R} f(R) \quad \text{s. t.} \quad R \in SO(3),
\]

\[
f(R) = \sum_{i=1}^{n_e} \sum_{j=1}^{n_p} \sum_{k=1}^{n_k} \frac{1}{2(\sigma_k^{ij})^2} \left\| e^{ij}_k(R) \right\|^2 .
\]

This cost functional can be further simplified if the successive summations are mapped into only one, by computing all the errors for each combination of cloud-to-cloud comparison and, with a slight abuse of notation, defining the new cost functional as

\[
f(R) = \sum_{i=1}^{n} \frac{1}{2n} \left\| e_i(R) \right\|^2 ,
\]

where each \( e_i(R) = H_k R_h + c_i \) and \( \sigma_i \) for \( i = 1, \ldots, n \) is obtained from the previous variables \( e^{ij}_k(R) \) and \( \sigma_k^{ij} \) for \( i, j = 1, \ldots, n_e, j \neq i \) and \( k = 1, \ldots, n_p \), using a simple index map. In the functional of Eq. (5), the average of the errors is considered in order to improve the numeric behavior of the algorithm, since the total number of considered points may vary from iteration to iteration. Note that resorting to optimization techniques based on the Newton method, instead of standard nonlinear least squares methods, allows for a more efficient estimation algorithm, as the second order derivative of the cost functional can be used.

### III. Optimization on Riemannian Manifolds

This section introduces the optimization methodology on Riemannian manifolds. Since the rotation matrix \( R \) is an element of the group of special orthogonal matrices \( SO(3) \), which is an embedded submanifold of \( M(3, \mathbb{R}) \), the optimization tools adopted in this section are based on simple exercises of Riemannian Geometry theory and allow for the minimization of the likelihood function directly on the manifold of special orthogonal matrices \( SO(3) \). The concepts of intrinsic gradient and Hessian derived for \( SO(3) \) produce descent directions in the manifold and the cost functional is minimized along geodesics in \( SO(3) \). For a comprehensive introduction to the subject and for applications with orthogonality constraints the reader is referred to [10], [11].

Considering the log-likelihood function \( f : SO(3) \to \mathbb{R} \) given in (5), the optimization problem reduces to the one defined in (3). The estimate \( \hat{R} \) of the optimal value \( R^* \) is computed using the Gradient or the Newton methods generalized to manifolds. Given the current parameter estimate \( R_k \), at iteration \( k \), these methods compute a descent direction in the intrinsic tangent space, \( d_k \in T_{R_k} SO(3) \), and allow to obtain the new estimate \( R_{k+1} \) by solving a minimization subproblem along the geodesic of the manifold, i.e., a line search. This algorithm is structured as Algorithm 1, where \( \gamma_{d_k}(t) \in SO(3) \) is defined as the geodesic of the manifold with initial conditions \( \gamma_{d_k}(0) = R_k \) and \( \gamma_{d_k}(1) = d_k \).

**Algorithm 1:** Generic minimization algorithm for the LADAR calibration problem:

1. Initialize \( R_0 \) and let \( k = 0 \).
2. Compute descent direction \( d_k \).
3. Compute the step size by solving the minimization subproblem \( t_k^* = \arg \min_{t \geq 0} \langle \nabla f_{R_k}, t \rangle \).
4. Compute next parameter estimate: \( R_{k+1} = \gamma_{d_k}(t_k^*) \).
5. Test if \( \left\| \nabla f_{R_k} \right\| < \epsilon \): if true, let \( \hat{R} = R_{k+1} \) be the final estimated parameter and stop; if false, let \( k \leftarrow k + 1 \) and go to step 2.

The accuracy of the estimate is determined by the constant \( \epsilon \) and the norm is determined using the metrics in the parameter space \( SO(3) \). Hence, it is necessary to define the metric for the rotation matrix \( R \in SO(3) \), which is inherited from the canonical metric in the Euclidean space \( M(3, \mathbb{R}) \). While the tangent space of \( M(3, \mathbb{R}) \) is identified with \( T_R M(3, \mathbb{R}) \cong M(3, \mathbb{R}) \) and represented by the usual gradient, the tangent space of \( SO(3) \) at point \( R \) is identified by \( T_R SO(3) \cong RK(3) = \{ RK : K \in K(3) \} \), where \( K(n) = \{ K \in M(n, \mathbb{R}) : K = -K^t \} \). To define the canonical metric in \( SO(3) \), let two tangent vectors \( \{ \delta_1, \delta_2 \} \in T_{R_k} SO(3) \), which are identified by \( \delta_1 \approx R K_1 \) and \( \delta_2 \approx R K_2 \), with \( \{ K_1, K_2 \} \in K(3) \), then \( \langle \delta_1, \delta_2 \rangle = tr(\delta_1^t \delta_2) \), where \( tr(.) \) stands for the trace of a matrix.

The following three sections address: a) the computation of a descent direction, using both the gradient and the Newton methods, b) the line search algorithm with Wolfe conditions and c) the deterministic line search algorithm that computes an exact step size.

#### A. Descent Direction

To improve the accuracy of the descent direction estimate, generalizations for manifolds of the Gradient and the Newton methods are adopted. While the former is easier to derive and implement, the Newton method yields very fast convergence near the minimum. The derivation of the gradient and the Hessian of the log-likelihood function are described below specifically for the \( SO(3) \) manifold.

1. **Gradient Method:** The log-likelihood function (5) can be generalized to \( M(3, \mathbb{R}) \) by defining the smooth function \( f : M(3, \mathbb{R}) \to \mathbb{R} \) such that \( f|_{SO(3)} = f \). The tangent space
on $\text{M}(3, \mathbb{R})$ is characterized as the direct sum of two tangent spaces complementary to $\text{SO}(3)$, that is
\[
TR\text{M}(3, \mathbb{R}) = TR\text{SO}(3) \oplus (TR\text{SO}(3))^\perp,
\]
where the operator $\oplus$ stands for the direct sum of two sets and $(TR\text{SO}(3))^\perp$ is the orthogonal complement of $TR\text{SO}(3)$. The smooth vector field defined by the extrinsic gradient $\nabla f|_R \in TR\text{M}(3, \mathbb{R})$ is decomposed as the sum of its tangent and orthogonal components
\[
\nabla f|_R = (\nabla f|_R)^T + (\nabla f|_R)^\perp
\]
and is identified with the usual gradient in $\text{M}(3, \mathbb{R})$, that is
\[
\nabla f|_R \simeq \nabla \hat{f}|_R := \frac{\partial f}{\partial R} := [\frac{\partial f}{\partial r_{ij}}]_{i,j \in \{1,2,3\}}.
\]
Hence, the intrinsic gradient $\nabla f|_R \in RK(3)$ is obtained by the projection of the extrinsic gradient on the tangent space $TR\text{SO}(3)$, i.e. $\nabla f|_R = (\nabla f|_R)^T$. The projection of the extrinsic gradient results from an optimization problem with closed solution given by
\[
\nabla f|_R = R \arg \min_{K \in K} \|\nabla f|_R - RK\|^2 = R\text{skew} \left(R'\nabla \hat{f}|_R\right)
\]
where skew$(A) = 1/2 (A - A')$ is the skew symmetric component of $A$. The extrinsic gradient expression for the considered cost functional is given by
\[
\nabla \hat{f}|_R = \sum_{i=1}^{n} \frac{1}{n^2 a_i^2} H_i' (H_i R h_i + c_i) H_i' + \langle R \text{symm}(X'Y), \nabla \hat{f}|_R \rangle, \text{ where symm}(A) = 1/2 (A + A')
\]
is the symmetric component of $A$, and
\[
\nabla^2 \hat{f}|_R = \sum_{i=1}^{n} \frac{1}{n^2 a_i^2} h_i h_i' \otimes H_i' H_i,
\]
where $\otimes$ is the Kronecker product operator. The Newton method search direction is the unique tangent vector $d \in TR\text{SO}(3)$ that satisfies $\text{Hess} f (X, d) = -\langle (X, d) \rangle$ for all $X \in TR\text{SO}(3)$. Let $\varepsilon = \{E_1, E_2, \ldots, E_m\}$ be an orthonormal basis for $TR\text{SO}(3)$, then the Newton direction coordinates $z_i$ in the basis $\varepsilon$, $d = \sum_{i=1}^{m} z_i E_i$, are computed by solving the linear system $A_{\text{hess}} z = b_{\text{hess}}$, where $A_{\text{hess}} = \langle \text{Hess} f (E_i, E_j)\rangle$, $z = \{z_j\}$ and $b_{\text{hess}} = -\langle (E_i, \nabla f|_R)\rangle$, for $i, j = 1, \ldots, m$.

B. Line Search

A geodesic is defined as the curve in the manifold with zero acceleration, and is fully characterized by its initial position and velocity conditions, $\gamma_0(0)$ and $\gamma'_0(0)$ respectively. In the particular case of $SO(3)$, the geodesic $\gamma_0 : J \to \text{SO}(3)$ is defined as $\gamma_0(t) = Re^{tR^0 d}$, where $J$ is an interval in $\mathbb{R}$ and $d \in RK(3)$ identifies the tangent vector.

The step size optimization subproblem of Algorithm 1 is numerically solved using the Wolfe conditions [12], generalized to line search on geodesics. Consider the function $\phi : \mathbb{R} \to \mathbb{R}$ defined as $\phi(t) = f(\gamma(t))$ with derivative given by $\phi(t) = \nabla f|_R \gamma'(t) \gamma(t)$ and let also $\mu_k = \phi(0) + \gamma'(0) \mu_k$, and $\mu_0 = \lambda \phi(0)$, where $\sigma$ and $\lambda$ are parameters of the algorithm. The Wolfe rule classifies the step size according to the sets
\[
A = \{ t_k > 0 : \phi(t_k) \leq \mu_k \land \gamma'(t_k) \geq \mu_0 \},
\]
\[
D = \{ t_k > 0 : \phi(t_k) > \mu_k \mu_0 \},
\]
\[
E = \{ t_k > 0 : \phi(t_k) \leq \mu_k \land \gamma'(t_k) < \mu_0 \}
\]
that define the acceptable, the right unacceptable and the left unacceptable step sizes, respectively. The line search algorithm consists of finding an acceptable step size, i.e., an estimate of the optimal step size.

C. Deterministic Line Search

Taking advantage of the periodicity of the objective function, the exact optimal solution for line search problem can be found by simply determining the roots of a fourth order polynomial, as detailed in [14], for a similar cost functional. Given a search direction $d$, computed using either the Gradient or the Newton methods, the line search optimization subproblem is defined by $t^* = \arg \min_{t \geq 0} f(t)$, where $\phi(t) = f(\gamma(t))$. To tackle a more general type of optimization problem let the cost functional be written as
\[
\phi(t) = \sum_{i=1}^{n} \frac{1}{2 a_i^2} \text{tr} \left(M_i' e^{-\Omega t} R' N_i R e^{\Omega t} M_i + 2W_i R e^{\Omega t} M_i + C_i \right)
\]
where $M_i = h_i$, $N_i = H_i' H_i$, $W_i = c_i' H_i$, $C_i = c_i' c_i$ and $\Omega = \frac{1}{\|a\|} |\omega x|$, with $|\omega x| = R' d$. The skew-symmetric matrix $[a \times]$ stands for the cross product operator for vector $a$. In
this way $\Omega$ has unit length allowing the usage of Rodrigues’ formula $e^{\Omega t} = I + \Omega \sin t + \Omega^2 (1 - \cos t)$. Substituting this formula into (17) and simplifying, it can be seen that $\phi(t) = k_1 + k_2 \sin t + k_3 \cos t + k_4 \sin 2t + k_5 \cos 2t$, where $k_j$, $j = 1, \ldots, 5$ are constant scalars. To find the optimal value for the step size the first order condition of optimality, that is $\frac{d\phi(t)}{dt} = 0$, yields $k_2 \cos t - k_3 \sin t + 2k_4 \cos 2t - 2k_5 \sin 2t = 0$ and the optimization subproblem is now to find the values of $t \in [0, 2\pi)$ for which the previous condition is satisfied.

The first step is to make a trigonometric half-angle substitution, i.e., $x = \tan \frac{t}{2}$, reducing the first order condition of optimality to a fourth order polynomial in $x$, $x^4 + b_3 x^3 + b_2 x^2 + b_1 x + b_0 = 0$, where $b_i$, $i = 0, \ldots, 3$ are constant scalars. After finding the roots of this quartic polynomial, which is a standard procedure [14], the optimal value of $t$ is the real root for which the cost functional is minimal.

**IV. Simulation Results**

To assess the performance of the proposed algorithms, a low resolution digital elevation map, for the sake of clarity, is used to define the simulated real surface $S_{\text{real}}$. This can be seen in the example of the calibration setup shown in Fig. 2, where there are two different platform trajectories (in magenta and yellow) and the respective acquired points. In Fig. 3, the two surfaces obtained from the two clouds of laser measured data are shown, considering an erroneous installation matrix. Considering the presented optimization methods and line search algorithms, two different configurations are tested: 1) Riemannian optimization with Wolfe rule and 2) Riemannian optimization using exact step size. These methods are hereafter compared to highlight the advantages and disadvantages of each of them. In both methods, the computation of the search direction is performed using the Newton’s method. An error distance that is defined in $SO(3)$ is used to compare the solutions of the different configurations. Let $R^*, R \in SO(3)$ be the optimal and the estimated rotation matrices, respectively, and let also $\bar{R} = R' R^* \in SO(3)$ be the error matrix, thus, the performance of each method is evaluated by defining the distance from $\bar{R}$ to $I$ as $||R||_{SO(3)} = \arccos\left(\frac{1}{2}(\text{tr}(R^* R) - 1)\right)$.

The objective of the simulations presented hereafter is to analyse the properties of the calibration algorithm as well as to demonstrate that there is a relation between the number of planes considered for the surface approximation and the solution precision that can be achieved by the optimization method, considering the same number of laser measured points. The surface approximation algorithm is based on a $xy$-plane uniform sampling grid for each cloud of laser points, and evaluates the best $z$-coordinate value based on the surrounding laser points. A set of planes is then generated in order to be used by the calibration method in each iteration. To establish the relation between the number of planes and the solution accuracy, two surface approximation grids are considered: i) a $20 \times 20$ grid and ii) $35 \times 35$ grid. The simulation experience consisted of 100 Monte Carlo runs for case i) and 14 Monte Carlo runs for case ii), with random initial conditions computed using a uniform distribution between $-20$ and 20 degrees for each component of the ZYX Euler angle vector $x_0$ yielding the rotation matrix $R_0 = R(x_0)$. The optimal value for all the trials is defined by the rotation matrix, $R^* = R(x^*)$, obtained from the ZYX Euler angles $x^* = [0.10 \ 0.05 \ -0.04]^T$. The stopping criterion used was $\|\tilde{n}\|_R \leq 10^{-6}$. All the simulations were performed using Matlab on an Intel Pentium Core 2 Duo processor at 2.66 GHz.

Table I presents the statistical indicators of the simulation
Table I
Summary of Results.

<table>
<thead>
<tr>
<th>Surface Approximation Grid</th>
<th>Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>20 × 20</td>
<td></td>
</tr>
<tr>
<td>35 × 35</td>
<td></td>
</tr>
<tr>
<td>Average Computation Time [hour]</td>
<td></td>
</tr>
<tr>
<td>0.673</td>
<td>1</td>
</tr>
<tr>
<td>0.672</td>
<td>2</td>
</tr>
<tr>
<td>Average Number of Iterations</td>
<td></td>
</tr>
<tr>
<td>15.4</td>
<td>1</td>
</tr>
<tr>
<td>10.23</td>
<td>2</td>
</tr>
<tr>
<td>Average Distance to Optimal [rad]</td>
<td></td>
</tr>
<tr>
<td>0.011847</td>
<td>1</td>
</tr>
<tr>
<td>0.011282</td>
<td>2</td>
</tr>
<tr>
<td>Maximum Distance to Optimal [rad]</td>
<td></td>
</tr>
<tr>
<td>0.013803</td>
<td>1</td>
</tr>
<tr>
<td>0.008292</td>
<td>2</td>
</tr>
<tr>
<td>Number of runs</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>14</td>
</tr>
</tbody>
</table>

The comparison between the approach presented in [8] and the new method presented here is unfair and difficult, since the former considers a known calibration surface in order to compare the acquired data and the noise conditions are different. Nonetheless, it can be observed that the average distance to the optimal solution of the new method is always below those of the method presented in [8] when noise is considered, which achieves the values 0.019 rad and 0.016 rad for algorithms 1) and 2), respectively.

V. Conclusions

This paper addresses the problem of automatic LADAR calibration by proposing numerical optimization methods, that estimate the mounting bias rotation matrix $R \in SO(3)$. This id achieved by minimizing the distances between several clouds of acquired laser points, without any knowledge of the terrain. The optimization methods are based on a generalization of the Newton method to $SO(3)$, estimating the mounting bias rotation matrix, and both the Wolfe rule and a deterministic method are used for the computation of the step size. These methods and compared and analyzed in simulation.

The main contribution of this work is to suppress the use of a control surface, which represents the true terrain and to which all measured points are compared in the literature. Instead, the proposed method compares each cloud of points with a surface approximation of the remaining clouds. The performance and limitations of the calibration method was extensively tested in Matlab and the results indicate that the proposed algorithm is able to find good estimates for the laser calibration problem. Additionally, the accuracy of these estimates is shown to increase with the number of planes used to describe surface approximation of each cloud of laser measured points.

One future direction of research is to consider nonuniform surface approximations in order to decrease the computational time, as the same approximation error might be achieved with less planes. Further work is also needed in order to include other sources of reconstruction errors, like the time delay between laser acquisition and INS/GPS data or the range measurement error.
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