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Abstract

This paper describes an integrated approach to the de-
sign of navigation, guidance and control systems for Au-
tonomous - Unmanned - Underwater Vehicles (AUVs).
The framework adopted is illustrated with a design ex-
ample in which recent developments in H-Infinity con-
trol theory, multi-rate navigation techniques and classi-
cal guidance strategies were applied to the design of a
high level controller for the underwater vehicle MARIUS
(Marine Utility Vehicle System). The problem statement
requires the design of a command following system for
the vehicle to achieve precise tracking of reference trajec-
tories defined in an universal reference frame. This ob-
jective should be accomplished in the presence of shifting
sea currents, sensor noise and vehicle parameter uncer-
tainty. The design phase is described, and the interaction
among navigation, control and guidance is analyzed. The
performance of the complete command following system
is evaluated using a simulation package that allows the
designer to assess the impact of navigation, control and
guidance algorithms on the dynamic performance of the
vehicle.

1 Introduction

There is currently great interest in using Autonomous
Underwater Vehicles (AUVs) to substantially reduce the
costs and the risk associated with the exploration of the
ocean. AUVs exhibit high maneuverability, and do note
require permanent support from a ship or direct con-
trol via an umbilical cord. Furthermore, their operation
does not jeopardize human lives directly. There are, how-
ever, concerns that the technologies required to achieve
true autonomous: behaviour are ”necessarily advanced
and remain developmental” [2]. The long term goal of
using AUVs for the exploration of the ocean can only
be achieved through a committed research and devel-
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opment effort aimed at developing sophisticated mobile
units equipped with advanced systems for navigation,
guidance and control.

This paper addresses the problem of designing guid-
ance, navigation and control systems for AUVs to achieve
accurate tracking of reference trajectories defined in an
universal reference frame. See [10] for a comprehensive
presentation of those systems, which are depicted in fig-
ure 1. The theoretical framework adopted is illustrated
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Figure 1: Navigation, Guidance and Control

with a design example in which recent developments in
H-Infinity ( Ho ) control theory, multi-rate navigation
techniques and classical guidance strategies, were ap-
plied to the design of a high level controller for the AUV
MARIUS (Marine Utility Vehicle System) [4, 13]. The
key ideas in the design methodology are to clearly state
performance specifications in the frequency domain, and
to use design tools that explicitly address these types
of specifications. Thus, the natural constraint that the
navigation, control and guidance systems have decreas-
ing bandwidths, can be directly incorporated in the ini-
tial design phase. Analysis of the integrated system is
performed using a simulation package that allows the
user to assess the impact of the navigation, guidance,
and control algorithms on the dynamic behaviour of the
vehicle.

The organization of the paper reflects the natural se-
quence of steps in the design of a trajectory following
system for an autonomous vehicle.

Section 2 introduces a dynamical model for the AUV
MARIUS, based on hydrodynamic test data obtained at
the Danish Maritime Institute in Lyngby, Denmark. Sec-
tion 3 illustrates the design of a control system for the
vehicle in the vertical plane. The selected method is
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Hoo gain scheduled control, where the scheduling vari-
able is dynamic pressure. Section 4 presents the basic
motion sensor suite for MARIUS and provides a brief
descriptiom of its multi-rate navigation system. Finally,
Section 5 combines control and navigation with guid-
ance. For a given reference trajectory, the performance
of the vehicle is examined when the classical line-of-sight
(LOS) guidance algorithm is used.

Due to space limitations, this paper presents only a
brief survey of the work carried out. The reader is re-
ferred to [5, 6, 7] for complete details regarding the soft-
ware package used for simulation and the design of the
control, navigation and guidance systems.

2 Vehicle Modeling

This section introduces the dynamical model of the
AUV MARIUS that is used for simulation and control
systems design. The vehicle is depicted in figure 2. See
[4, 13] for a complete description of the vehicle’s design
and construction. The general structure of the model

Figure 2: The vehicle MARIUS

is standard, and was simply derived from first physics
principles, as explained in [1]. System identification,
however, was far more complex and required the com-
bination of theoretical and experimental methods that
included tank tests with the full scale prototype of the
vehicle. The tests are reported in [4, 12]. The estimated
model can be found in [6], which contains a description of
the methodologies used for modeling and identification.

2.1

The equations of motion for underwater vehicles can
be obtained from Newton-Euler laws following the clas-
sical approach described by Abkowitz [1]. A simple and
elegant derivation based on a general set-up adopted in
robotics can be found in [14]. Using this approach, the
equations are easily developed using a global coordinate
frame {U} and a body-fixed coordinate frame {B} that
moves with the AUV. This requires the following nota-
tion:

Equations of Motion

YPs,,, = (2,9,2)7 - position of the origin of
{B} measured in {U},

BVBar, = (u,v,w)7 - velocity of the origin of
{B} relative to {U}, expressed in {B} (ie.,
body-fixed linear velocity),

Pwg:= (p,q,r)7 - angular velocity of {B} rela-
tive to {U}, expressed in {B} (i.e., body-fixed
angular velocity).

The symbol §R (A) denotes the rotation matrix from
{B} to {U}, parameterized by the vector A:=(¢,8, )"
of roll, pitch and yaw angles. Let q = (u,v,w,p,q,r%’
denote the vector of body-fixed linear and angular veloc-
ities, and let &:= (84,84 4, 8¢,6,)" be the vector whose
entries are the deflections of the ailerons (common and
differential), elevator, and rudder. Furthermore, let n
denote the rate of rotation of the main propellers. With
this notation, the dynamics and kinematics of the AUV
can be written in compact form as

Dynamics:

MRB&"'CBB(Q)(] = f(dv ‘.la ’\1 6: ﬂ), (1)
a= ("I, Pul). @

Kinematics:
i v )= YR(A)" 3
dt( paorg - B ( ) vBorg’ ( )
2r=Q() 4
at’ - @ )

where 7 denotes the vector of external forces and mo-
ments that act on the vehicle and Q(A) is the matrix
that relates body-fixed angular velocity with roll, pitch
and yaw rates. The symbols Mgrpg and Crp denote the
rigid body inertia matrix and the matrix of Coriolis and
centrifugal terms, respectively. The vector = can further
be decomposed as

T(ﬁ; q: AJ 6; n) = Trelt(A)
+7ada(q, Q) + T1i71(q, 8) (5)
+Tm'ac((l, 6) + Tprap(n),

where T,.,; denotes the the forces and moments caused
by gravity and buoyancy and 7444 (added mass term) ac-
counts for the dynamic forces and moments that would
act on the vehicle assuming it were completely sub-
merged in an inviscid fluid with no circulation. The term
Tiigs captures the effects of the lifting forces generated
by the deflecting surfaces, T,i,c consists of the forces
and moments caused by skin friction and Tprop Te€pIe-
sents the forces and moments generated by the main
propellers. The following notation will be used in the
text: V = (u? + v? + w?)'/2 denotes the absolute value
of the velocity vector, a = arcsin(w/(u?+w?)!/?) is the
angle of attack and # = arcsin(v/(u? + v? + w?)1/2) is
the angle of side-slip.
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2.2 System Identification

To be of practical use, the model described by equa-
tions (1)-(4) must be tuned for the vehicle in study.
Clearly, the main difficulty lies in computing the term
7 that arises in the equation of dynamics. This was
achieved by using both theoretical and experimental
methods. The restoring term was easily computed from
geometrical considerations, and the added mass term was
computed by assuming ellipsoidal and elliptical cylinder
approximations for the body and ailerons, respectively.
Approximations for the lift term were obtained using
thin airfoil theory, The viscous damping and propulsion
terms were determined from the following series of tests
carried out at the Danish Maritime Institute (DMI) in
Lyngby, Denmark:

e Open water tests of the propeller/nozzle system to
determine its characteristics in undisturbed (open)
water,

e Resistance tests to measure the resistance of the ve-
hicle without the propulsion system in place,

o Self-propulsion tests to assess the performance of the
propulsion system in the wake of the hull,

o Planar Motipn Mechanism tests in the horizontal
and vertical planes to measure the most relevant
hydrodynamic derivatives of the vehicle.

The methodology used for testing is reported in [4].
The most relevant test results can be found in [12]. See
also [5, 6] for a description of the derived model used for
simulation.

For control design purposes, the general model was
divided into two sub-models for the horizontal and verti-
cal planes. The sub-models do not include the kinemat-
ics equation (3), which is only relevant to the guidance
system. In order to simplify the design phase, the ve-
hicle was assumed to be commanded directly in thrust.
Based on theoretical and experimental results available
from tank tests, the simplified vertical model can then
be formally written as

2xe = L xm), ®)
where x, = (u,w,q,0)7 € R? is the state vector, u, =
(6a,c,8e,T)T € R3 is the input vector and f, : RY x
R3 = R4 is a nonlinear function that is easily obtained
from the surge, hieave and pitch equations of motion s,
6]. Identical procedure can be applied to the horizontal

|

3 Control System Design

This section focuses on the design of a control sys-
tem for the AUV MARIUS. The methodology adopted
is gain-scheduled control, whereby the design of a con-
troller to achieve stabilization and adequate performance
of a given nonlinear plant follows four basic steps:

i) Linearizing the plant about a finite number of rep-
resentative operating points,

ii) Designing linear controllers for the plant lineariza-
tions at each operating point,

iii) Interpolating the parameters of the linear controllers
of Step ii) to achieve adequate performance of the
linearized closed-loop systems at all points where
the plant is expected to operate. The interpola-
tion is performed according to an external schedul-
ing vector (e.g., dynamic pressure and angle of at-
tack), and the resulting family of linear controllers
is referred to as gain scheduled controller,

iv) Implementing the gain scheduled controller on the
original nonlinear plant.

3.1 System Linearization. Control de-

sign requirements

The model for the vertical plane was rewritten
in terms of the angle of attack o and total veloc-
ity V, and linearized about the equilibrium point de-
termined by x,,=(Vo,aq,q0,80)"= (1.26 m/s,0,0,0)"
and uy, = (a,cq0e0,T0)7=(0,0,77.2N)” to obtain
the linear system P with realization {A, B,C}, where
A = A(Xyg,uy,) = B%f(xﬂmuvo)aB = B(Xug,Uy,) =
Fe-f(Xvo, Ws,) and C = I.The linear controller for the
linearized plant model P was required to satisfy the fol-
lowing design requirements:

1. Zero Steady State Error. Achieve zero steady
state values for all error variables in response to
command inputs in pitch (f.md), angle of attack
(atemd) and forward velocity (Vema).

2. Bandwidth Requirements. The input-output
command response bandwidth for all command
channels should be on the order of 0.1 rad/s; the
control loop bandwidth for all actuators should not
exceed 0.5 rad/s (these figures were selected to en-
sure that the actuators were not be driven beyond
their normal bandwidth).

3. Closed Loop Damping and Stability Margins.
The closed loop eigenvalues should have a damping
ratio of a least 0.6. Classical gain and phase margins
of 6 db and 45 deg should be satisfied in all control
loops (one loop at a time analysis).

3.2 Linear Control System Design: The
‘H., Synthesis Approach

The methodology selected for linear control system
design was Mo, theory. This design method rests on
a firm theoretical basis, and leads naturally to an inter-
pretation of control design specifications in the frequency
domain. Furthermore, it provides clear guidelines for the
design of controllers so as to achieve robust performance
in the presence of plant uncertainty. See [3] for an elegant
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solution to the problem of M., control design using a
state-space framework and [9] for a case study.

In what follows, we adopt the general set-up and
nomenclature in [3]. This leads to the standard feed-
back system of figure 3, where P is the linearized model
of the AUV in the vertical plane and K is the controller
to be designed. The symbol w denotes the input vector
of exogenous signals, z is the output vector of errors to be
reduced, y is the vector of measurements that are avail-
able for feedback and u is the vector of actuator signals.
The generalized plant G consists of the physical plant
to be controlled, together with appended weights that
shape the exogenous and internal signals. In practice, the
weights serve as tuning ”knobs” which the designer can
adjust to meet the desired performance specifications.
Suppose that the feedback system is well-posed, and let

Figure 3: Synthesis model.

Tzw denote the closed loop transfer matrix from w to z.
The H,, synthesis problem consists of finding, among
all controllers that yield a stable closed loop system, a
controller K that minimizes the infinity norm ||7zw || of
the operator Tzw. We remind the reader that || Tzw||oo
equals sup{omax(Tzw(jw)) : w € R}, where oyaz(.) de-
notes the maximum singular value of a matrix. The norm
l7zwllsc may be interpreted as the maximum energy
gain of the closed loop operator Tzw. In practice, it is
not necessary to find the exact optimal ., controller.
In fact, suboptimal controllers with performances arbi-
trarily close to the optimal one can be easily generated
using numerically robust algorithms, see for example [9]
and the references therein.

The following signals and weights were used in the de-
sign of a controller for the vertical plane: the signal w,
represents the vector of input commands which must be
tracked - it consists of velocity, angle of attack and pitch
commands, denoted V¢ma, ¢cma and @.md, respectively.
The signal w, represents the noise inputs to each of the
measured variables, and the disturbance inputs to the
states of the plant. The signal u represents the control

inputs to the system - it consists of the actuator signals
for common aileron deflection ba,c, elevator deflection 6,
and thruster command T'. The signal z, represents the
components of the state vector that must track the in-
put commands and consists of V, a and §. The vector
e=w,—z, =(V,,0.,a.)7 contains the respective track-
ing errors. The signal z, contains the remaining state
variable - pitch rate g - that must be weighted.

The outputs of W;, W,, and W; constitute the vector
z of errors to be reduced. Since zero steady-state er-
rors in tracking the step command for all variables in z,
was required, the weighting function W, was chosen as
Wi=diag (%, %, %), where the integrator gains have been
adjusted to get the desired command response band-
widths. The weights W, = diag(1, 1, 0.1) and W3 =
1 were selected to meet the additional desired specifica-
tions. The signal y includes all the states of the plant
P, together with the appended states that correspond to

the integrators, that is, y=(V, a, ¢, 8, ¥, 2 %)

s s s/

3.3 Non-linear Controller Implementa-
tion

A set of controllers was determined for three values
of forward speed following the methodology exposed in
section 3, and their parameters interpolated according
to the scheduling variable V, see [6]. The implemen-
tation of the resulting non-linear gain scheduled con-
troller was done using the D-methodology described in
[8]. This approach guarantees the following fundamental
linearization property: at each equilibrium point, the lin-
earization of the nonlinear feedback control system pre-
serves the internal as well as the input-output properties
of the corresponding linear closed loop designs. This
property is often not satisfied in gain scheduled con-
trollers proposed in the literature, see [8] and the ref-
erences therein. In practice, violation of that property
may lead to degradation in performance, or even insta-
bility, of the closed -loop system. It is interesting to
remark that the D-methodology leads naturally to gain
scheduled controllers with integrators directly at the in-
put of the plant. This fact makes the implementation of
anti-windup schemes straightforward [7]. In the work re-
ported here, the gain scheduled controller was discretized
at a sampling rate of 10H z.

4 Navigation System Design

This section describes the basic framework used in
the design of the navigation system for the AUV MAR-
IUS. The objective is to obtain accurate estimates of the
position and attitude of the vehicle, based on measure-
ments available from a motion sensor package installed
on-board. The estimates are input to the controller de-
rived in section 3, and to the guidance system of section
5.

In this paper we adopt a conceptually simple frame-
work for filtering that is rooted in the kinematic relation-
ships expressed by equations (3) and (4). This approach
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borrows from the theory of complementary filtering ex-
posed in [10], see [5] for complete details. The approach
leads naturally to the design of linear, time-invariant
Kalman filters, whereby the covariance of the process
and observation noises are viewed as tuning knobs to
shape the frequency responses from measured to esti-
mated variables. This methodology bears great affinity
with the general procedure for control system design ex-
plained in section 3.

4.1 Attitude Estimation

The motion sensor package of MARIUS includes two
pendulums that provide - indirectly - measurements ¢,
and 6,, of roll and pitch angles, respectively, one gyro-
compass that provides measurements () of yaw angle,
and three rate gyroscopes whose outputs py,, ¢m, rm cor-
respond to the angular body rates p,q,r. Let Ap =
($m»0m,¥m) and Pws_ = (Pm,gm,Tm). For a sampling
time of h seconds, the discrete-time complementary filter
that provides corrected estimates of roll, pitch and yaw
angles and angular body rates based on the information
available from the sensors described, is given by

xi(k+1) = xi(k)+ hlx2(k) + Q(x1(k))Pws,, (k)]
+K1(Am (k) — x1(k))
xo(k+1) = xa(k) + Ka(Am(k) — x1(¥))
A®) = x(@)
20o(k) = Pwpn(k)+Q(xi(R) xa(k),

where A and P&y denote the estimates of A and 3wy re-
spectively, K; € R*2 and K, € R3*3 are filter Kalman
gains and Q(.) is the matrix in (4). The filter provides
natural rejection of constant rate gyro bias terms. In the
design example reported here, the Kalman gains were
selected so that the filter bandwiths corresponding to
the transfer functions from each angle and angle rate
measurement to the corresponding estimates would be
on the order of 15rad/s (that is, much larger than the
bandwidths of the corresponding control loops). The
sampling interval adopted was h = 0.01s.

4.2 Linear Position and Velocity Estima-
tion

The following sensor units are used to provide mea-
surements of the linear position and velocity of the vehi-
cle: a long baseline positioning system (LBL) that com-
putes the roundtrip travel times of acoustic pulses that
are emitted by the vehicle and returned by an array of
transponders (a triangulation algorithm is used to pro-
vide measurements of “ps,,, = (2,¥,2)7), a depth cell
that provides direct measurements of depth coordinate
2z, and a Doppler sonar that measures the body fixed ve-
locity vector Pvg,,, := (u,v,w)". A simple paddle wheel
sensor is used as a back-up instrument to provide mea-
surements of u,,, where the subscript denotes that the
velocity is computed with respect to the water.

1 {m]

An integrated filter to provide corrected estimates of
position and velocity of the vehicle with respect to the
seabed can now be designed following an approach sim-
ilar to that described in section 4.1. Notice, however,
that due to the characteristics of the acoustic channel,
the measurements from the LBL system are available at
a rate that is much smaller than that of the remaining
sensors. This problem can be tackled using multi-rate
Kalman filter theory exposed in [11, 15]. See [5] for the
design of a multi-rate filter for the vehicle, where the
sampling rate of the LBL system and that of the other
sensors are 0.2 Hz and 1 Hz, respectively.

5 Guidance. Integrated Simula-
tion with Navigation and Con-
trol.

The purpose of the guidance system is to generate
the references that are applied to the AUV’s control sys-
tem in order to achieve accurate tracking of paths spec-
ified in an universal reference frame {U}. Conceptually,
the design of the guidance system is rather simple as it
relies solely on the kinematics equation (3) of Section
2. The reader is referred to [6] for complete details re-
garding the line-of-sight guidance law used in this study.
The combined performance of the guidance, navigation
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and control systems was evaluated in simulation with the
nonlinear model of the vehicle. The simulation included
physically based models of the sensor units described in
section 4, as well as the dynamics of the thrusters and
their control systems. In order to simplify the interpre-
tation of the simulation results, the velocity command
V. was held constant at 1.26m/s. The references to roll
and angle of attack were set to zero.

The reference for linear position is an &/ - shaped tra-
Jjectory that descends smoothly along the depth coor-
dinate z. Its projection on the horizontal plane con-
sists of two straight lines joined by a semi-circamference
with 60 m radius. The projection on the vertical plane
consists roughly of two horizontal lines joined by two
straight lines with a slope of —10 deg. Throughout
the trajectory, the vehicle is subject to a uniform cur-
rent with velocity V,, = (0,0.5m/s.,0) along the iner-
tial y coordinate. The desired and observed trajecto-
ries are depicted in figure 4. The evolution of the con-
trol inputs and the activity of some relevant state vari-
ables are condensed in figures 5 and 6. In this simula-
tion, the LBL system uses four transponders located in
positions {—40,0,160}, {130,0, 150}, {—40, 90, 170} and
{140, 90, 135}.

25 poeeeeeeeens grmeenees, o et eeresenean T P U

Time (s}

Figure 5: Control activity: Rudder (6,), Ailerons (4,
and é,,4), Elevator (§.) and Thruster (T).

Time {s]

Figure 6: Velocity (V), sideslip angle (8) and angle of
attack (a).
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